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A Proofs

Section 4: Task-based production function
Proof of Lemma 1: Allocation is assortative and labor constraints bind

I proceed by proving two lemmas that, together, imply the desired result. I use the term
candidate solution to refer to tuples of output and schedules {q, {mh}thl} that satisfy all

constraints in the assignment problem.

Lemma 4. If there exists a candidate solution {q,{my(-)}}_,} such that one can find two
tasks x1 < x and two worker types hy < hy with my, (x2) > 0 and mp, (x1) > 0, then there
exists an alternative candidate solution {q' Amy () 1];]:1 } that achieves the same output (q =
q') but has a slack of labor of type hy (I, > [y mj, (x)dx).

Proof. Let A= x, —x; and pick 7 € (0, min{my,; (x2), mp2(x1)en, (x1 +A)/en, (x1 +A)}). Be-
cause my(-) is right continuous and the efficiency functions e (+) are strictly positive and
continuous, I can find 6 > 0 such that my, (x) > T Vx € [x2,x0 + &) and myo(x1)ep, (x1 +
A)/ep, (x1+A) > TVx € [x1,x1+0).

Now construct {q’, {m},(-)}}__, } identical to {q, {mx(-)}}__, }, except for:
miy, (x) = my, (x) — 7, X € [x2,x2+9)
1 06) = )+ 222 ve [+ )
mjy (x) = my, (x) — ZZSK? x € v, + )
1 05) = )+ 5T O Y€ fx1.0+6)

I need to prove that {q’ Amy () le } satisfies all constraints in the assignment problem and
has a slack of labor A, and that m)(-) € RC. Starting with the latter, note that m/(-) is
always identical to my,(-) except in intervals of the form [a,b). In those intervals, m) (-) is a
continuous transformation of my(-). So, because my,(-) is right continuous, so is mj,(-). In
addition, m), (x) > 0 ¥x € R~ by the condition imposed when defining 8. So m),(-) € RC.

Next, the blueprint constraints are satisfied under the new candidate solution because second

and fourth rows increase task production of particular complexities in a way that exactly



offsets decreased production due to the first and third rows, respectively. Total labor use of
type h, is identical under both allocations, because the additional assignment in the second
row is offset by reduced assignment in the third row. Finally, decreased use of labor type
follows from log-supermodularity of the efficiency functions, which guarantees that the term
multiplying 7 in the fourth row is strictly less than one. So labor added in that row is strictly

less than labor saved in the first row. [
Lemma 5. Any candidate solution with slack of labor is not optimal.

Proof. Consider two cases:

If there is slack of labor of the highest type, h = H: By the feasibility condition in the
definition of blueprints, uy = [y b(x)/en(x)dx is finite. Denote the slack of labor of type
H in the original candidate solution by Sy = Iy — [ mg(x)dx. Now consider an alternative
candidate solution with ¢’ = g+ Sy /up, myy (x) = my (x) + (Su /up)b(x) /eq (x), and m) (-) =
my(-) Vh < H. That candidate solution satisfies all constraints and achieves a strictly higher

level of output. Thus, the original candidate solution is not optimal.

Otherwise: Then there is a positive slack Sy, = I, — ;" my,(x)dx for some h < H, and no slack
of type H. I will show that it is possible to construct an alternative allocation with the same
output and positive slack of labor type H. Using that alternative allocation, one can invoke

the first part of this proof to construct a third allocation with higher output.

Remember that the domain of f imposes [y > 0. Because there is no slack of labor H,
there must be some x with my(x) > 0. Pick an arbitrarily small T > 0. By right con-
tinuity of mpy, there is a small enough § > 0 such that my(x) > 7 Vx € [x,x+ ). Let
i = [ epy(x) /en(x)dx < oo and define g = min{7,S), /iy }.

Now consider an alternative candidate solution identical to the original one, except that
mfy (x) = mp (x) — g in the interval [x,x+ &) and m;) (x) = my(x) + gep (x)/ep(x) in the same
interval. The new candidate solution satisfies all constraints, has right continuous and non-

negative assignment functions, and has slack of labor of type H. [

Proof of Lemma 1, except non-arbitrage condition. From Lemma 5, we know that any opti-
mal solution must not have any slack. The same Lemma implies that any candidate solution
satisfying the conditions in Lemma 4 is also not optimal. So any optimal solution must
be such that for any two tasks x; < x» and two types hy < ha, my,(x1) > 0 = my (x2) =0
and my, (x2) > 0 = my,(x;) = 0. This property can be re-stated as: for any pair of types
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hy < hy, there exists at least one number , X, such that my, (x) = 0 Vx <, X5, and my, (x) =
0 Vx > ,Xp,. By combining all such requirements together, there must be H — 1 numbers
X1,...,Xg—1 such that, for any type h, my(x) = 0 Vx & [X,_1,%;] (Where Xy = 0 and Xy = o

are introduced to simplify notation).

Because there is no overlap in types that get assigned to any task (except possibly at the
thresholds), the blueprint constraint implies that m;,(x) = b(x)/en(x) Vx € (X5—1,%,). Right
continuity of assignment functions means that the thresholds must be assigned to the type on
the right.

It remains to be shown that the thresholds are unique and non-decreasing. To see that, re-
call that b(x) > 0 and ej,(x) > 0 Vh. Now start from type & = 1 and note that the integral

TUmy (x)dx = [5b(x)/e1(x)dx is strictly increasing in . Thus, there is only one possible
X1 > 0 consistent with full labor use of type 1. One can then proceed by induction, showing
that for any type 4 > 1, the thresholds Xy, is greater than X;,_; and unique, for the same reason

as in the base case.

Proof of the non-arbitrage condition (Equation 2) is provided in the next section of this

Appendix. [

Proposition 1, curvature of the production function: formulas for elasticities and proofs
(including Equation 2)

Elasticities: I denote by ¢ = ¢(w, g) the cost function, use subscripts to denote derivatives
regarding input quantities or prices, and omit arguments in functions to simplify the expres-

sions. Then, for any pair of worker types h,h’ with h < K’

Pn

ccr ifh =h+1
hh SHSH . - o
h>h (Allen partial elasticity of substitution)
ChCH 0 otherwise
It = Hz_"l 5h,h’,bi (Hicks partial elasticity of complementarity)
Infw h=1 Py
S [ d <€h+1(fh)>]l
where pj = b, (X, -~ — In -
Pu= by (X1) en(Xn) Ld %y en(%n)
Sy = (1 {h>b+13-X1 Sk) (1 {b>n'} - 22:1 Sk)
_ Juln cnly
and s, =—1=—
f c



Proofs: Constant returns to scale and concavity follow easily from the definition of the
production function. Let’s start with concavity. Suppose that there are two input vectors 1!
and 1?, achieving output levels ¢' and ¢> using optimal assignment functions m}l and mi,
respectively. Now take & € [0, 1]. Given inputs I = o' + (1 — a)I?, one can use assignment
functions defined by 7y, (x) = am} (x) + (1 — a)m3 (x) Vx, & to achieve output level § = ag' +
(1 — o)q?, while satisfying blueprint and labor constraints. So f(I,b) > §. For constant
returns, note that, given & > 1, output ag' is attainable with inputs al! by using assignment

functions am}l (x). Together with concavity, that implies constant returns to scale.

Lemma 1 implies that, given inputs (I, b (-)), the optimal thresholds and the optimal produc-
tion level satisfy the set of H labor constraints with equality. I will now prove results that
justify using the implicit function theorem on that system of equations. That will prove twice

differentiability and provide a path to obtain elasticities of complementarity and substitution.

Definition 4. The excess labor demand function z : R>q % Rga U Rgg U Roo — R is
given by:

Yh bo(x
Zh(qvxl;'--ny—l;D ZQ/ g( >dx—lh
X

%1 ehn(x)

Lemma 6. The excess labor demand function is C2.

Proof. We need to show that, for all components z,(+), the second partial derivatives exist
and are continuous. This is immediate for the first derivatives regarding g and I, as well as

for their second own and cross derivatives (which are all zero).

The first derivative regarding threshold X, is:

aZh /
oXy LK = - 1} €h+1 (Xn)

Because blueprints and efficiency functions are continuously differentiable and strictly pos-
itive, this expression is continuously differentiable in X;. The cross-elasticities regarding g

and [ also exist and are continuous. O]

Lemma 7. The Jacobian of the excess labor demand function regarding (q,X1,...,Xg—1),

when evaluated at a point where z(-) = Oy 1, has non-zero determinant.



Proof. The Jacobian, when evaluated at the solution to the assignment problem, is:

? q%g%;l) b(z;zz) 0
2 o .
g _qeoz(fl) qei((;%)z) bgj})
J= 4 Tn®m) )
lH% 0 0 0 el — esi(f(g;z,)z) eifi(lj(;;i)l)
L % 0 0 0 0 _q% |

The determinant is:

Hat Hoo |To be(®n) | & ei(Xi—1)
= (~1)"+g [H ]Z( H—)

1eh+1 Xh €; l(xl 1)

which is never zero, since ¢ > 0 (from feasibility of blueprints and Iz > 0) and b(x), ej,(x) >
0 Vx,h.

]

Lemmas 6 and 7 mean that the implicit function theorem can be used at the solution to the
assignment problem to obtain derivatives of the solutions to the system of equations imposed
by the labor constraints. These solutions are ¢(I) = f(I,b,(-)) and %,(1). Because z is C?,

so are the production function and the thresholds as functions of inputs.

Obtaining the ratios of first derivatives in Lemma 1 and the elasticities of complementarity
and substitution in Proposition 1 is a matter of tedious but straightforward algebra, starting
from the implicit function theorem. For the non-arbitrage condition in Lemma 1, a simpler
approach is to define the allocation problem in terms of choosing output and thresholds, and
then use a Lagrangian to embed the labor constraints into the objective function. Then, the
result of Lemma 2, along with the constant returns relationship g = Y ;, [, 5, emerge as first

order conditions, after noting that the Lagrange multipliers are marginal productivities.

When working towards second derivatives, it is necessary to use the derivatives of thresholds

regarding inputs. For reference, here is the result:

dfh_e( n) S /_hs_
dly — qbg(% )fh[{h>h ;l]



One can verify jl—f}; >0 < h > K. Adding labor "pushes” thresholds to the right or to the
left depending on whether the labor which is being added is to the left or to the right of the

threshold in question.

Proof of Corollary 1: Distance-dependent complementarity

This is proven by inspecting the sign of the weights &, v j above. When h = /', these terms
are negative for all i. Changing /' by one, either up or down, changes one of the &,  ; from
negative to positive while keeping the others unchanged. So there must be an increase in the
elasticity of complementarity since all of the py are positive. Every additional increment or
decrement of A’ away from & involves a similar change of sign in one of the &, j 4, leading

to the same increase in complementarity.

Proof of Lemma 2: Differences in skill intensity, monopsony, and task assignment

We can write the problem of the firm under monopsony as:

1+%

H lhjﬁ

nj=maxpef (Lj,bg) — Y =%
i h=1 L;:

Which has first order conditions:

1

1 I, i\ B
pefn (Lj,bg) = B%(Dh (Z—;) '

Taking ratios for (A+ 1) /h, using Equation 2, and introducing the firm-specific task threshold

notation:

_ 1
entt (Fnj)  @ppi (lh+1,j) B (Lh+1,j

1
B
I hell,... H—1 (12)
en (%n,j) o\ Ip,j Lh,j> t J

The desired result follows from the comparative advantage assumption, making the task
threshold X, ; increasing in [, 1 j/I5 j if all firms face the same supply parameters.
Proof of Proposition 2: Complementarity patterns may differ between firms

For firms producing g = 1, the production function is f(1,b1) = ¥, I,¢;,(0), since each unit

measure of tasks x = 0 corresponds to one unit of output. Using the first order condition of



problem of the firm under monopsony (from the previous proof), we find:

1
ﬁ +1 lh., \ B
pg€h<0) = T(Dh L—hj Vh

From here, it is clear that there is no change in employment for any 4 £ 1. For h = 1, because
the left-hand side is invariant in this partial equilibrium exercise, /1 ; changes proportionately
to Ly, such that the ratio /; ; /Ly remains invariant—and thus, the posted wage wy, j does not

change either.

For firms producing g = 2, it is sufficient to show that all task thresholds move to the right
following an increase in Lj. To see that, plug the labor supply expression into Equation 12
to find a monotonic link between posted wages and task thresholds:

€h+1 (fh,j) Wiyl

en(Bhj)  Whj

Rewrite Equation 12 with task thresholds as the only endogenous variables (note that when

the labor choices are divided, the choice of quantity cancels out):

1

_ Tpt1,j bg(x) B -1
ent1 (%)) _ Opy ffh*_f e (995 (Lh“’j) " e {1,2}
en (%)) On \ [ fiﬁi‘i dx b

If we take logs and implicitly differentiate with respect to logL, we find:

diy;j  be(%a))
d)fl,]' . 1+ dlogLy hey(%a, ;)

dloglL _B -el(ilﬁj) d -ez(fl,j) + bg(%1,5) be(%1,))
62();“) dxy j el(j]ﬁj) hey(x1,j)  hei(®)

) dxi;  bg(x1)

diyj dlogLy hes (%1 )

leng N -ez(fzJ)- d e3 (Xz_’j)- bg(fz,j) bg(fzﬁj)
3e3(X,;) | hea(in )

e3(%2) | 42 | ex(%) |

7

The comparative advantage assumption implies that the derivatives of efficiency ratios are
positive. Thus, all individual terms in those expressions are positive, the second equation

implies that both thresholds move in the same direction. Tedious but straightforward algebra



shows that they move to the right if and only if:

- - - - be(¥1,j) bel®2j)
€1 (xl,j) d |e (xl,j) be(X1,;) be(X1,5) lzjz(flj )lziz(xzjj)
B — — — + ——+ — > - -
er (1) | Xy |er (T1)) | heatr;) hei(F) ple@l] a [a@)], xm RLAGY)
e3(%2;) | 42 | ex(%25) 1363 %) hex(iz)

This expression is always true. To see why, note that the right-hand size is bounded above

by one of the terms on the left-hand side:

bg(%1,) be(F2,j) bg(%1,j) bg(%2,)
hey (%1 ;) hea (%o ) < bes(%1,5) bea(%a,j)
(%)) | g |e(®) be(%2,5) be(%2,5) M
A Ls(fz,j)} %j Lz(fz,./)} t b, t hat) hea¥.;)
_ bg(x1,))
12€2<X17j)

Section 5: Markets and wages

Proofs in this section are written for a more general version of the model with heterogeneous
non-wage amenities at the firm level, denoted by a; and with good-specific averages a,. That

general version is described in Appendix B.2 below.

Proof of Lemma 3: Firm problem and representative firms

I start by establishing that the solution must have positive employment of all types. The
marginal product of an efficiency unit of labor of the highest type is bounded below by
1/ Jo bg(x)/er(x)dx = fu, which is strictly positive due to the feasibility condition imposed
on blueprints. Consider the strategy of posting a fixed payment yy j(€) =y >y to all workers
with € > gp ;. Profit from workers of type H associated with that strategy are bounded below
by E:U Nya ;P ) on (€)Pry(e)(p, fu€ —y)de. That expression is assured to be positive for
high enough £y (note that @y, (&) is always finite in an equilibrium). Thus, positive employ-
ment of skilled workers following that strategy is more profitable than not employing any of

those workers.

A positive amount of /g ensures that all other types are employed as well. Consider a par-
ticular type 7 < H and whether it is optimal to set [, = 0, fixing employment of all other
types. Because Iy > 0, Xy is finite, and thus threshold X, (the highest task performed by

h) is guaranteed to be finite as well. Then, from Equation 2, the marginal product of type



h is bound below by fye,(¥y-1)/en(Xn—1). A similar reasoning as above establishes that

employing small quantities of labor /4 is more profitable than setting /, = 0.

The rest of the proof follows from the logic described in the text. The threshold g;; is chosen
so that the worker with the least amount of efficiency units pays for himself, bringing in
revenue equal to the minimum wage. Below that, labor payments — which are bound by
the minimum wage — will necessarily exceed marginal revenue from those workers. For
every € > &, the firm chooses y;;(€) by equating marginal revenue from workers of that
(h,€) combination with their marginal cost. For high enough &, that leads to the constant
markdown rule, implying that earnings are proportional to marginal product of labor — and
thus linear in €. Workers close to the cutoff are still profitable, but for them, the minimum

wage constraint binds.

To see why these solutions do not depend on amenities, such that there is a representative
firm for each good g, first note that a; is a multiplicative term in both Cj, (yh i»Enjra j) and
Iy (yh irEnj,a j). Now remember that the task-based production function has constant returns
to scale. Thus, the profit function can be rewritten as 7(a;) = a;7(1). Amenities scale up

employment and production while keeping average labor costs constant.

Proof of Proposition 3: Wage differentials across firms

I start by proving a useful Lemma that shows how proportional terms dividing task require-

ments can be interpreted as physical productivity shifters.

Lemma 8. If by(x) = b(x)/zg for a blueprint b(-) and scalar zg > 0, then f(l,b,(-)) =
ng(lab())

Proof. Plug b,(x) = b(x)/zg into the assignment problem defining the task-based produc-
tion function. Change the choice variable to ¢’ = ¢/z,. The z, terms in the task constraint
cancel each other and the maximand changes to z,q’. The result follows from noting that

maxy. zq' = zgmaxy.y ¢’ and that the resulting value function is f(1,b(-)) by definition. [
Now I proceed to the proof of each statement of Proposition 3 separately.

Proof of part 1: From Lemma 8, f,(1,bg(-)) =zgfn(l,b(-)). Alsonote l (wy, €,,dg) = dgl (wy, €g,1)
and C (wyg, €4,d,) = d;,C (wg, €,,1), and remember that the task-based production function

has constant returns to scale (and so marginal productivities are homogeneous of degree
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zero). Now let F = F, / d, and rewrite the first order conditions of the firm (7), (8) and the

zero profits condition (10) imposing the conditions from this proposition:

nggfh(l (wg7§g71)7b('))exp(_8hg):y \V/hvg
B
pgzgfh(l(wg@g,l)ab('))m:Whg Vh,g
H ~
g | Pgzef (L(wy, €, 1) Z n (W, €g, 1) | = dagk Vg

To see that these equations imply a representative firm for the economy, plug in €, = €,
wg = A= {Ay,..., A4}, and p, = p/z, for common €, A, and p. All dependency on g is
eliminated, showing that the solution of the problem of the firm is the same for all firms in
the economy and that prices are inversely proportional to physical productivity shifters z,

(such that marginal revenue product of labor is equalized across firms). 0

Proof of part 2: Without a minimum wage, there is no motive for a cutoff rule: &,, = 0. In

addition, the labor supply curve becomes isoelastic with identical elasticities for all worker
types:

B
lh (Whga ';dg) = ag (WF}:‘))
Ch (Whga ',ﬁg) = Wiglp (Whga ';dg)

where ), = <2Jgégw5g>

8

==

Rewrite the first order conditions on wages as in the proof of part 1 above:

P 1w, 1) 00) 5 = hg

Also, rewrite the zero profit condition as:

H
Fg = szgf( (wga 7a Z ’UJg, ,Clg
H B H
= DgZg Z In (Whgv 'adg) ) (l (’wg7 g 1) 7b(‘)) - Z Whglh (Whg7 '7dg)
h=1 h=1

11



I claim that w, = (F,/@,)'/(B+1) X for some vector A = {A; ..., Ay }. From the labor supply

(B+1) (ﬁ+l)€h, where Zh = a)h_B/(ﬁ_l—l) Plugglng these

equation, that implies [, = FgB / d;/
expressions in the rewritten zero profit condition yields ¥, /,A;, = 1 Vg, showing that the
claim does not contradict optimal entry behavior; instead, optimal entry merely imposes a

normalization on the X vector.

The corresponding prices that lead to zero profits are:

_ (B+1)F,
ng(l (wg’ '758) ’b('))

Finally, plugging these results into the first order conditions yields:

fh(gvb)ﬁ:lh Vhag

Which again has no dependency on g, showing that the claimed solution solves the problem
for all firms. ]

Proof of part 3: Under the conditions from this part, labor supply curves are isoelastic, as

shown in the proof of part 2 above. It is easily shown, using that isoelastic expression for

In(+), that:
() / G- [e) / ()]

Under the condition imposed on labor input ratios, the right hand side is positive. The proof

follows from noting that the desired ratio of earnings is equal to the ratio of wages in the left
hand side.

Proof of Proposition 4: Supply shocks

For notational simplicity, in this proof we set p; as the numeraire, so p»/p; = p2. The proof
proceeds in two parts. First, we will obtain an expression for the skill wage premium as a

function of p; and model parameters, so that the main result can be derived. Next, we obtain

12



the expression that pins down p» to prove that it is decreasing in Ly /L;.

From the constant mark-down rule and the fact that blueprints are degenerate:

Wh1 = en(x1) Who = en(x2)p2

B+1 B+1

To obtain the shares s;, ¢ as functions of ps, start with optimal firm creation, which implies
that profits per firm must be proportional to entry costs; coupled with the fact that with no

minimum wage, profits are proportional to revenues:

a1 _ @p2
R PR

Next, optimal consumption implies:

O _ @b (&L)
o1 qih Y op2

Ji ) B

Now we are ready to derive expressions for employment shares:

Combining both expressions:

leﬁl

Sp1 =
Ji ng + szﬁ’z

— ﬁ _1
_|iah (m)
J1 \wn,1

() () ]

Neither the employment shares nor wages depend on L, directly. So, the effects of supply

and Sp2 = 1 —Sh,1-

shocks on the mean log wage gap are fully mediated by p,. This result is specific to the

case with degenerate blueprints. It simplifies the analytical solution of the model and helps

13



isolate the role of general equilibrium effects through prices and firm entry.

Then, to obtain the first price of the proposition, one just needs to combine the expressions
above to write the mean log wage gap and differentiate it with respect to log p,. This is

simple once one notes that the elasticity of s;, » with respect to pa is (B +1—0)sp 1.

Finally, we need to prove that p, is decreasing in L, /L;. To do that, we will use an expression
linking aggregate production to aggregate consumption (in ratios), which only depends on

p2 and model parameters:

(ﬁ i) 7 _ Lisipei(n) +Losaper(xr)
N P2 Lysyer(x1) +Losa1ea(xy)

where, once again, the assumption of degenerate blueprints helps with tractability.

After careful manipulations, this expression can be rewritten as:

am) _alw) [a)]P 148 W B [aw)]P 11
L _ R R o] e {ezocl)rp_l_ﬁ e AE e
L em) o) law]? —1-p lea)] "2 ¢ @ law)P 140
el - e [ag ], L4 E 2]y

To show that p, is decreasing in L,/L;, we only need to show that the right-hand side of
this expression is decreasing in p,. This is easy to see for all terms except the last fraction.
-B

If 6 <1+, one only needs to multiply the standalone p, =P and the last numerator to

obtain a fraction that is obviously decreasing in p,. If instead o > 1+ 3, then one needs to
use the comparative advantage assumption to see that the perm multiplying péﬂg ~% in the
numerator is larger than the same term in the denominator of that expression. This, coupled
with the fact that 1 + 8 — o < 0, is enough to establish that the fraction is decreasing in p;,

given that the first term is the same in both the numerator and the denominator.

Proof of Proposition 5: Changes in firm costs affect the returns to skill

Before proving the Proposition, I derive a Lemma that states that blueprints that are more
intensive in complex tasks lead to higher gaps in marginal productivity, holding constant the
quantity of labor. This Lemma is conceptually similar to the monotone comparative statics
in Costinot and Vogel (2010).

Lemma 9. Let b and b’ denote blueprints such that their ratio b'(x)/b(x) is strictly increas-

14



ing. Then:
St (LB fara(1,0)

fh(lab/) fh(lab)
Proof. Fix I, let ¢ = f(I,b) and ¢’ = f(I,b"). Now construct b”(x) = b'(x)q'/q. From
Lemma 8, it follows that f(1,0") = g and f,(1,b") = f;,(1,b") Vh. 1 will show that the state-

ment holds for b and 4", and since b” and b’ lead to the same marginal products, the desired
result holds.

h=1,...,H—1

Because b and 0" lead to the same output given the same vector of inputs, but b”(x)/b(x)
is increasing, there must be a task x* such b”(x) < b(x) Vx < x* and 0" (x) > b(x) Vx > x*.
To see why they must cross at least once at x*, suppose otherwise (one blueprint is strictly
more than other for all x): there will be a contradiction since task demands are strictly higher
for one of the blueprints, but they still lead to the same production g given the same vector
of inputs. From this crossing point, differences before and after emerge from the monotonic

ratio property.

Now note from the non-arbitrage condition (2) in Lemma 1, along with log-supermodularity

of ej,(x), that the statement to be proved is equivalent to

where %), denotes thresholds under the alternative blueprint b”.

I proceed by using compensated labor demand integrals to show that thresholds differ as
stated above. Denote by h* the type such that x* € [X;+_1,%;+). The proof will be done in
two parts: starting from | and ascending by induction up to %;+_, and next starting from
Xn—1 and descending by induction down to X;+. Note that if »* = 1 or h* = H, only one part

is required.

£ b(x)
(

Base case %: The equation for h = 1is [y - )

fOX ! 1;”83 dx = % under the new one. Equating the right hand side of both expressions and

/fﬁ wdx _ /fl b(x) —b"(x) i
x 0

e (x) er (x)

dx = %‘ under the original blueprint, and

rearranging yields:

Since b(x) > b"(x) for x < x*, the right-hand side is positive, and then the equality will only
hold if | > ;.

Ascending induction rule: Suppose X, , > X,_; and h < h*. I will prove that ¥, > X,. To
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do so, use the fact that % is the same under both the old and new blueprints to equate the
labor demand integrals, as was done in the base case. This yields the following equivalent

expressions:

/fZ b (x) dy— /%1 b(x) dxt /fh b(x) —Db"(x) I

en (x) 1 en(x) o en(x)
N OO
S A el

It is enough to show that the expression is positive, ensuring that ¥, > ;. Consider two cases.
If X, < %, then use the first expression. The induction assumption guarantees positivity
of the first term, and the integrand of the second term is positive because x;, < z*. If instead
X, | > %p, the second expression is more convenient. There, all integrands are positive and

the integration upper bounds are greater than the lower bounds.

Base case Xy and descending induction rule: Those are symmetric to the cases above. [

In a competitive economy, thresholds are the same for all firms. Given total endowments of
labor efficiency units L and aggregate demand for tasks B(x) = Qb (x) + Q2b»(x) (wWhere
Q. denotes aggregate demand for good g before the shock), wages w;, must be proportional
to marginal productivities f;,(L,B(-)), because the labor constraints that determine thresh-
olds and marginal productivities in the task-based production function are the labor clearing

conditions for this economy.

Aggregate demand for tasks following the shock is B'(x) = Qb (x) + Q5b2(x). As noted
above, wages after the shock are proportional to f;(L,B'(-)). But B(x,Q/,05)/B(x,01,02)
is increasing in x if 05/Q} > 0»/Q;. And an increase in relative taste for good 2, holding
all else equal, necessarily implies an increase in aggregate consumption of good 2 relative to

good 1. Thus, Lemma 9 implies that wage gaps increase as stated in the Proposition.

Section 6: Wage inequality and sorting in Brazil
Proof of Proposition 7: Identification, estimation, and inference

The goal of this proof is to show that Assumptions 1 through 6, coupled with the smooth-

ness of the economic model (which makes the a(-) function differentiable), imply that the
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econometric model satisfies standard identification conditions for a parametric nonlinear
least squares panel regression. The panel dimension is the region, as there are several dif-
ferent endogenous outcomes by region. Discussion of the identification assumptions in the
context of Brazil is left to Appendix D.6.

The non-standard part of the proposed identification strategy is the inversion of region-
specific parameters using a subset of the endogenous variables. Assumptions 3 and 4 imply
that this condition is satisfied. See Appendix D.6 for a discussion of why invertibility is
feasible in the theoretical model. Then, the model to be estimated is the one described in

Assumption 5:
Y, =a ([Z;,PB(yr)’]’, OG> +u,

which is a nonlinear simultaneous equation model where the set of “exogenous’ covariates is
expanded to include the endogenous outcomes selected by the PB(-) function. The fact that
those variables are listed both on the left- and right-hand sides is irrelevant, since for those
equations, the error is always zero. Thus, they bear no consequence for the least squares

procedure. Alternatively, one could define an equivalent model omitting those equations.

For exogeneity of this model, I need E [u,|Z,,PB(Y;)] = 0. From assumptions 1 and
3, E ['u,,|Zr,9R (PB(Y;)|Z,,6§)] = 0. Since 6% (-) is a measurable injective function in
the first argument, conditioning on Z, and PB(Y;) is the same as conditioning on Z, and
6% (PB(Y;)| Z,,6§), proving the desired resul.

This result, along with assumptions 2, 5, and 6, are standard assumptions for a nonlinear least
squares panel model with exogenous covariates, no unobserved heterogeneity, and errors that

may have an arbitrary variance-covariance matrix within regions.

B Appendix to the theory

B.1 Definition of the task-based production function

Here, I make two notes about the task-based production function. The first is that the assign-
ment model is very general. The function my,(x) allows firms to use multiple worker types
for the same task, the same worker in disjoint sets of tasks, and discontinuities in assignment

rules.

The second note is on the restriction f : Rg(jl X Roo x {b1(-),...,bg(-)} = Rx>q: that is,
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there must be a positive input of the highest labor type. This assumption simplifies proofs and
ensures well-behaved derivatives, because the feasibility requirement of blueprints requires

a positive quantity of the highest skilled labor type.

That assumption is not restrictive for the applications in this paper. That’s because with
isoelastic demand curves for very skilled workers, they become arbitrarily cheap when their

quantity is close to zero.

In a more general formulation, blueprints might require at least one worker of a minimum
worker type & — if none is available, lower types have zero marginal productivity. This

property might be useful for models of endogenous growth and innovation.

B.2 Firm sizes and non-wage amenities

The basic framework shows that firms producing the same good are identical in all aspects,
including firm size. In addition, the model imposes strong links between firm size differences
and wage premiums. In this Appendix, I show that those restrictions can be relaxed by
allowing for dispersion in firm-specific non-wage amenities—without invalidating any of

the theoretical results of the paper.

The fundamentals of the model need to be modified as follows. When the entrepreneur
creates a firm, it gets a random draw of amenities a; > 0 from a good-specific distribution
that has mean a,. Normalize a; = 1 for home production. Worker preferences are now given
by:

1 1

Ui(c,j) =c-a;P - [exp (ni;) ]

The idiosyncratic vector 7;; is randomly drawn from the same distribution as before. The

probability of a worker (4, €) choosing a particular option j is given by:

A
€
Pr| 0= argmax Vj,(g,j) :%
j€{o,1,...J} (€z0,n) + o,

A B

Q) 1ie> &, 1¢3

Pr|j= argmax Vy(e,j) | = ;h T aj( & = &njhyn( )) forj>1
j'e{0,1,...J} (€z0,n) + g, e

1

J B
where @ j, = (Z 1{e > §hj}aj)’hj(£)ﬁ>
j=1
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This expression makes is clear that a; terms becomes a proportional shifter in the firm-level
labor supply curve. Given the same posted wage, a firm with a; twice as large as another
will attract twice as many workers, and thus use twice as many efficiency units of labor in

production. Lemma 3 can then be extended:

Complement to Lemma 3. Among firms producing the same good, differences in output

and employment are proportional to differences in amenities a;.
Finally, Proposition 3 can be rewritten in the following way:
Proposition 3a.
1. If by(x) = b(x)/zg for scalars z1,...,z2G and the ratio Fy/dg is the same for all firm-

produced goods, then there are no firm-level wage premiums:

logyne(€) = max {v; +loge,logy}

where V1, ...,y are scalar functions of parameters.

2. If there is no minimum wage and by(x) = b(x)/zg, wages are log additive:

1 (¢) =v,+loge+ ! 1 £
Y ) 0
EYhg h g 1+B g g

3. If there is no minimum wage and there are firm types g, g and worker types h' h such

that Uy g [Uhg > Lo /Ung (that is, good g' is relatively more intensive in '), then:

Vg (€) S Yirg(€)
th’(g) yhg<£)

What makes a firm “high-wage” in this generalized model is not simply a high entry cost,
but a high entry cost relative to average amenities provided by the firm. That is because
the model implies a compensating variation for vertical differences in amenities. If firms
producing a given good—say, mineral ores—are on average much worse workplaces, they

must pay more to achieve the same firm size on average.

With vertical differences in amenities, the model can rationalize any distribution of firm sizes
in the economy. Conversely, if firm sizes are not of primary concern, then the model can be

simplified by omitting amenities. This is the approach I use in the main paper.

19



B.3 Tinbergen’s race

The following proposition considers a case in which the supply of skill, demand for task

complexity, and minimum wages rise in tandem:

Proposition 6 (Race between technology, education, and minimum wages). Start with a
baseline economy characterized by parameters ({eh, Ni,zZon }th1 , {bg, Fe,aq }gG:1 2, T, B, A, G,y),
where T is the stock of entry input (which is normalized to one in the main text). Consider
a new set of parameters denoted with prime symbols. Assume ey, are decreasing functions
to simplify interpretation (more complex tasks are harder to produce). Let Ay, A and Ay

denote arbitrary positive numbers and consider the following conditions:
1. N; = AoN, Vh and T' = AoT : The relative supply of factors remains constant.

2. ¢, (x) =ep | =) Vh: Workers become better at all tasks and the degree of compar-
h 1+A

ative advantage becomes smaller for the current set of tasks (e.g. both high school

graduates and college graduates improve at using text editing software, but the im-

provement is larger for high school graduates).
3. b;,(x) = 1+1_A|b8 (1+X_A,> Vg: Production requires tasks of increased complexity.

4. 7 =14+ M)z 2y, = (1 +A2)z04 Vh, and y' = (1 + Ag)y: productivity and minimum

wage rise in the same proportion.

If these conditions are satisfied, the equilibrium under the new parameter set is identical to
the initial equilibrium, except that prices for goods are uniformly lower: p;, =po/(1+A2)
and P' = P/(1+Ap).2*

Proof. The proof is simple once one notes that the difference between the two economies
is a linear change of variables in the task space x' = (1 + Aj)x, coupled with a reduction in
task demand by a factor of (1+ Ay). Let &5 denote task thresholds for firm g in the original
equilibrium. Thresholds (1 + Al)ii lead to exactly the same unit labor demands, except for

a proportional reduction:

/(mmﬁ b /(mwi 1 be(/(14+41)) 1 /X‘? by(x)

X =
1anE_, €, () eang (THAD(1+Ag) e (x'/(1+Ar)) L+40 J5  en(x)

So if firms use exactly the same labor inputs, they will produce (1 4+ A;) times more goods.

24Using the exponential-gamma parametrization, changes in comparative advantage functions and

blueprints are equivalent to o, = 04,/ (14 A1), 8, = (1+A1)0;, Kk, = Ky, and z, = (14 As)z,.
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But because p’g = po/(1 +A;), total and marginal revenues are the same. Since all other

equilibrium variables are the same, all equilibrium conditions are still satisfied. [

Proposition 6 delineates balanced technological progress in this economy. Production be-
comes more efficient by using tasks that are more complex. At the same time, the skill of
workers increases, changing the set of tasks where skill differences are relevant. If mini-
mum wages remain as important, then there is a uniform increase in living standards. Wage
differences between worker groups and across firms for workers in the same group remain
stable.

B.4 Discussion: missing minimum wage channels

In this appendix, I briefly discuss three minimum wage channels that are not present in this
paper. The first is interactions of minimum wage with labor market concentration. By using
a “monopsonistic competition” assumption and assuming that the  parameter is common
across regions and skill levels, my model rules out the possibility that labor market power
varies significantly across regions, as suggested by the empirical work of Azar et al. (2019).
My assumptions also rule out the possibility that, by reallocating labor from smaller to larger
firms, the minimum wage increases the labor market power of the latter—a channel that is

present in the theoretical model of Berger, Herkenhoff and Mongey (2024).

The reason why my framework abstracts from these channels is simplicity. Adding concen-
tration requires not only a more complicated model but also significant effort in precisely
defining specific labor markets (such that concentration measures are meaningful). I believe
that abstracting from those dimensions does not have first-order implications for my analysis
for two reasons. First, low-wage workers in Brazil typically have low levels of schooling.
Those workers may not have very specialized skills, and so their potential labor markets may
be large and thus less likely to be concentrated. Second, despite not including that feature,
the estimated model has a very good cross-sectional fit with respect to formal employment
rates for unskilled workers and the size of the minimum wage spike. So, to the extent that

regional differences in market power may exist, they may be relatively small.

The second channel that is not explicitly included is capital-labor substitution. The task-
based production function could directly account for different forms of capital replacing
workers at particular tasks, in the style of Acemoglu and Autor (2011). The reason why

this omission is arguably not very consequential is because the firm creation side of the
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model may account for it. Specifically, the entry input entrepreneurs use to create firms
may be interpret as including capital investment. And the association of larger entry costs
with a blueprint that is more intensive in complex tasks is a representation of capital-skill

complementarity.

One may be concerned that entry inputs are not a good representation of capital because they
are a one-time investment. A firm may respond to the minimum wage by scaling up with no
need to purchase more capital. The reason why this is probably not a significant constraint is
that I only use the model for long-run analyses, and what is most relevant for the calculation
of the target moments is the share of workers of each type employed by all firms producing

the same good.

The third channel not included in the paper are endogenous increases in worker efficiency in
response to the minimum wage. Such “efficiency wage” effects may arise either because of
reciprocity/fairness concerns, or because workers would choose to put in more effort at some
utility cost to avoid being disemployed following a minimum wage hike. The second effect
is the most important for the analysis of employment and wage effects. Coviello, Deserranno
and Persico (2022) find support for that hypothesis in the US, but only for workers who are

monitored more intensely.

The omission of these worker effort effects is likely insignificant because, to the extent that
this channel exists, it should reflect in the minimum wage spike. That is because workers
would put the necessary effort to be above the recruitment bar, but they do not need to put in
so much effort that it overcomes the wage mark-down. Suppose I estimated an augmented
model where a quantitatively significant number of workers bunch at the minimum wage due
to endogenous effort. That would make the predicted spike bigger. However, in the structural
estimation part of the paper, I find that the predicted spike is larger than the real one. Thus,

adding that additional channel would decrease, rather than improve, the fit quality.

The final channel not included in the paper is endogenous responses in educational attain-
ment caused by changes in the national minimum wage. Using data from the US, Smith
(2021) documents that a ten percent increase in minimum wage lowers the probability of
dropping out of high school by between four and ten percent, but only for teenagers in the

low socio-economic status (SES) group (corresponding to 20% of teenagers).

Suppose such an effect is present in Brazil as well. In that case, the part of the effects

of the minimum wage coming from this education channel will be assigned to education,
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instead of minimum wage, in the main counterfactual decomposition (Table 5). It is not
obvious, however, that the results from the US are applicable in my context. For low-SES
teenagers in Brazil, formality rates are meager, such that changes in the minimum wage may
not substantially affect the opportunity cost of schooling. Even if it does, the magnitude of
those effects is likely to be small compared to all other reasons why educational achievement
has risen in Brazil, which I list in Appendix D.6.5. That said, one should interpret the

minimum wage effects reported in Section 6.2 as not including this potential channel.

C Numerical implementation

C.1 Task-based production function

The basic logic of obtaining compensated labor demands in this model is to use the non-
arbitrage equation 2 from Lemma 1 to obtain thresholds as functions of marginal productivity
gaps. Then, compensated labor demands can be obtained through numerical integration of

Equation 3.

The exponential-Gamma parametrization is helpful because it provides a simple closed form
solution for thresholds and the labor demand integrals. Consider the slightly more general
version of the parameterization shown in the main text (allowing for heterogeneous k, by

good and productivity shifters z,):

en(x) = exp(ogx) o <o <---<0og_1<0y
XK1 ( x) 3

be(x) = —exp| ——— Zg,05,K,) €R

5 (x) ZgF(Kg)egK‘g p 0, (2g: 0, K) >0

Then, the compensated labor demand integral can be written as a function of thresholds in

two ways: either in terms of incomplete gamma functions or as a power series.

_ (fu1\ _1og fii1/ S

Xh( i )_ 1 — O (13)
Yh by

tlnn= | e

1 1 Kg
Yngn Kg) =¥ (YngTn—1, %, if Y, £ 0

Zgr('lfg) (th9g> [Y( hgXh g) 7’( hgXh—1 g)j| if Yy, # e
m [(Xh/ eg)Kg — (Xp—1/ Gg)Kg} otherwise
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i )f;l(g exp (_thfh) (thfh)m — )f;lcg_l exp (—th)fh_l) (thfh—l )m

i), £0
— { m=0 240 T (kg +m+1) ’
1
— [(%,/0,)* — (x,_,/0,)%¢ therwi
T [(xh/ ) (Xn—1/6,) } otherwise
(15)

where Y, = 0+ elg, ¥(+,-) is the lower incomplete Gamma function, and I'(-) is the Gamma

function.

Expression 14 is simple to code and fast to run in software packages such as Matlab, where
optimized implementations of the incomplete Gamma function are available.>> When T <
0, that expression requires calculating complex numbers as intermediate steps. This is not a

problem in Matlab.

If using complex numbers is not convenient or reduces computational efficiency, then the
power series representation in 15 should be used. In my Julia implementation, I only use
real (floating point) numbers. I use formulation 14 when Y, > 0, and 15 when Y, < 0.
Another option, not used in this paper, is to change the normalization of ¢y, such that they

are all non-negative.

Calculating the production function and its derivatives — that is, solving for output and
marginal productivities given labor inputs — is not needed in the equilibrium computa-
tion nor in estimation. However, it might be useful for other purposes. Those numbers
are obtained from a system of H equations implied by requiring that labor demand equals
labor available to the firm. The choice variables can be either (g,%1,...,Xg—1) or f1,..., fH.
Moving from thresholds and output to marginal productivities, or vice-versa, is a matter of

applying the constant returns relation Y ;, f;, = g.

C.2 Equilibrium

Solving for equilibrium can seem challenging at first glance. Using a convenient set of choice
variables reduces the problem to solving a square system of (H + 1) x G equations. First,
I use the “price” of the entry input (that is, the Lagrange multiplier for the entrepreneur)
instead of the price of the final good as the numeraire. Then, I use the following procedure

to map guesses of firm-specific task thresholds, firm-level output, and prices for each good

2 Note that Matlab’s gammainc yields a normalized incomplete Gamma function, so dividing by (%, ) is
not necessary.
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into a vector of (H + 1) x G “residuals” which must be zero in an equilibrium:

1.

Start with values for mean output g, and task thresholds &, = {Xg,...,%u,} for the

representative firms of each type, along with prices for goods p,.

. Use the compensated labor demand integral for the task-based production function to

find average labor demands l_hg (Equation 3 in the text, or Equation 14 in Appendix C

if using the exponential-Gamma parametrization).

Find marginal products of labor f,, via the non-arbitrage conditions (2) and the con-

stant returns to scale relationship } fhgl_hg = qg.

Employ the first order conditions of the firm (7) and (8) to find wages wy,, and rejection

cutoffs &, respectively.

Calculate relative consumption Q,/Q1 = (pg/p1)~° and relative firm entry J,/J; =

(Qe/01)/(q5/q1)-

. Pin down entry of firm type 1 (and thus all others) with entrepreneurial talent clearing:

Ji :T/(ZgFng/Jl)-

. Calculate the real minimum wage as the sum of the minimum wage parameter and the

price index implied by the guess of prices for goods.

For each h € {1,...,H}, integrate over € to find labor supply and labor costs for each

firm:

(a) Choose minimum and maximum values & joyesr and € pighes: for numerical inte-
gration, based on quantiles of the r;, distribution. In my application I use 0.001

and 0.999 as quantiles.

(b) Split the space [, jowests €h highes) iNtO (at most) 2G + 1 segments, based on two
thresholds for each g: one based on the minimum employment requirement, and

another based on the point where the minimum wage ceases to bind.
(c) For each of those segments:

i. Create an array of discrete values of €, uniformly spaced between the end-

points of the segment (inclusive).

ii. For each point, calculate @y, ¢, then the shares of workers choosing each

individual firm, the corresponding units of labor going to each firm, and
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labor cost. Each point should have “mass” corresponding to the density at
the point, times the distance between halfway to the previous point until
halfway to the next point. For the boundaries, the distance is from the point

to the next or previous halfway point.
9. Calculate the error in the system of equations, which has two components:

(a) For each h,g, the deviation between labor demand l_hg found in Step 2 and the
labor supply from Step 8. I normalize those residuals such that they are measured

in terms of shares of the total workforce.

(b) The relative deviation between profits and the entry cost parameter Fy (given that

the “price” of the entry input is normalized to one).

I make two important notes about the trapezoidal integration in Step 8. One could be tempted
to just use a constant grid of € values. But that significantly reduces the accuracy of numeri-
cal differentiation of the system of equations. That is: we want the errors calculated through
that procedure to change continuously with respect to the initial guesses. Using the endoge-

nous grid based on the precisely calculated thresholds in € space is crucial for that.

Second, the procedure could be more simply described as trapezoidal integration, without
having to think about the “mass” of each individual discrete point of €. But the analogy of
each point having a weight makes clear that the trapezoidal integration is, effectively, creat-
ing a discretized “data set” that can be used to simulate moments from the model. Thus, the
same procedure doubles down as a simulation tool, in addition to serving to find equilibrium.

See the next subsection for details.

That system of equations can be solved using standard numerical procedures, with the re-
strictions that g > 0, pg > 0, and 0 < X1, < Xpe < -+ < Xy Vg. These restrictions can be
imposed through transformations of the choice variables: log prices, log quantities, log of the
lowest task thresholds X, and log of differences between consecutive thresholds X, — X1 ¢
forh=2,....H—1.

The procedure may be sensitive to starting points for some parameters. I solve this issue
in two ways. First, I create a separate routine to provide a reasonable guess for the starting
point. In essence, the procedure makes sure that initial task thresholds are such that, for all
g, employment shares of each type is at least 0.1/H. This is to make sure that derivatives
regarding task thresholds are not zero in the starting point. For the prices and quantities,

I just try a small grid and choose the combination with the lowest maximum for the loss
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vector.

The second way to address the issue is to try a potentially large number of starting points, and
also different optimization algorithms. My code tries a maximum of 50 attempts. If a point is
found that has maximum residual of 10710 or less, the equilibrium-finding procedure stops.
If no solution that precise is found, it takes the one with the smallest maximum residual
among all 50 attempts. If the maximum residual is 10~ or less, it is considered a success.

Otherwise, the procedure fails.

C.3 Simulating measures of wage inequality

As explained in the previous section, the procedure used to calculate the equilibrium “errors”
doubles down as a simulation tool. I include an option in that function to save a data set
with all discrete combinations of (h,€,g) with the corresponding weights (i.e., shares of

workforce) and log earnings.

In the quantitative exercise, I need to calculate some moments at the educational level. It
is straightforward to create a version of the same data set with a variable for observable
educational group. To do so, one needs to “expand” the data so that each observation in the
old data corresponds to three observations in the new. The weight of the old observation
is split among the new three based on the probabilities P(IA1|h) From the new data set, is
is straightforward to calculate metrics such as between-group wage gaps and within-group

variances.

The only moments that require more thinking are the variance decomposition components.
To reason about AKM decompositions in the theory, I need a two-period version of the
model, from which panel data could be simulated if needed. I assume that, with some prob-
ability R > 0, workers re-draw their full vector of idiosyncratic preferences 7); from period
one to period two. I also assume that only part of the efficiency units of labor of a worker is
transferable: log&—> = Alogg—; + (1 —A%)%3loge’, where €’ is a new i.i.d. draw from the
same distribution of efficiency units (given /). After the re-draws, the labor market clears in

the same way as in period 1.

Because the cross-sectional distribution of (4, €,17) remains the same as before, firm choices
and the equilibrium allocation remain the same, except for the identity of workers employed
by each firm. That model of job-to-job transitions implies that, whenever a given worker

type (h,¢€) is employed in equilibrium by the two firm types, there is a positive probability
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that some of those workers moved from a firm of type g = 1 to another of type g =2 (and

vice-versa).

Furthermore, I assume that firms are large, in the sense that there are many movers and firm
fixed effects in the AKM regression are precisely estimated. Together with Lemma 3, that
assumption implies that all firms producing the same good will have the same estimated fixed
effect.

Given these assumptions, the results of an AKM decomposition of log wages using simulated
panel data are identical to running a two-way fixed effects model based on simulated data
from one period, using a “worker id” indicator for each combination of (k, €) and a “firm id”
indicator for each good. Each observation is a (h,¢€,g) cell. The regression is weighted by
the share of the employed population in the corresponding cell. Finally, the estimated worker
fixed effects are shrinked by the factor A, since they correspond only to the portable portion
of productivity. The persistence parameter A is calibrated such that the R” of the simulated

AKM regression is 0.9, about the same as the empirical regressions.®

This approach ignores granularity issues in the simulation of AKM moments. That is con-
ceptually consistent with the way the corresponding moments are estimated from the data,

since the KSS estimator is not subject to limited mobility bias.

D Appendix to the quantitative exercises

D.1 Sample sizes

Sample sizes for the descriptive statistics and quantitative exercises are displayed in Ta-
ble DI.

D.2 Variance decomposition using Kline, Saggio and Sglvsten (2018)

The estimation of variance components follows the methodology proposed in Kline, Saggio
and Sglvsten (2018), henceforth KSS. For each period (1998 and 2012), I use a three-year
panel centered around the base year. The sample used for estimation is the largest leave-one-
out connected set. This concept differs from the usual connected set in matched employer-

employee datasets because it requires that firms need to be connected by at least two movers,

26The persistence parameter is allowed to change between 1998 and 2012 and between regions.
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Table D1: Sample sizes for the 151 selected microregions

1998 2012
Min. Mean Max. Min. Mean Max.

Panel A: Base year

Adult population (thousands) 69 396 7,037 82 512 8,240
Formal workers in RAIS (thousands) 16 121 3,117 26 216 4,954
Establishments in RAIS 743 9,216 190,784 2,352 15,887 288,929

Panel B: Three year panel around base year
Unique workers in connected set (thousands) 7 93 2,500 18 178 4,181
Unique establishments in connected set 132 2,527 62,416 598 6,637 135,819

Notes: Panel A shows sample sizes for each microregion in 1998 and 2012. Adult population is the count of all
individuals between 18 and 54 (inclusive), using Census data. RAIS is the matched employer-employee data
set. Panel B shows the numbers of workers and establishments used in the estimation of two-way fixed effects
models, using data from 1997 through 1999 ("1998") and 2011 through 2013 ("2012").

such that removing any worker from the sample does not disconnect this set. Table D1

presents the size of that largest connected set in each period.

The variance of log wages in the leave-one-out connected set is typically a bit smaller than
the overall variance of log wages using the whole sample. To keep all measures in each
region-time consistent with one another, I rescale the KSS variance components. Specif-
ically, I multiply those components by the ratio of the overall variance of log wages in a

region-time to the same variance in the leave-out connected set.

S.27

I implement the variance decomposition using the Julia code provided by KS There are

some implementation choices required in this estimation, stated below:
* Dealing with controls (year fixed effects): "Partialled out" prior to estimation.

¢ Maximum number of interactions: 300

Sample selection: includes both movers and stayers. The leave-out procedure leaves a

whole match out, not simply a worker-time observation.

Number of simulations for JLA algorithm: 200

D.3 Validation: task assignments and wage premiums

In this Appendix, I test four implications of the model: (i) skill-intensive firms have more

demand for complex tasks (Figure 1); (i1) within firms, more skilled workers are assigned

?TCurrently available at https://github.com/HighDimensionalEconLab/VarianceComponentsHDFE. j1.
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Table D2: Validation of the task-based production function.

Non-routine cognitive task content of occupation Log
Estab. Worker level wage
average

(1) (2) (3) 4) (%)
Mean schooling in 0.07921
establishment (0.00049)
Own schooling 0.06304

(0.00159)

Mean schooling of 0.00663 0.00343
coworkers in establishment (0.00077)  (0.00086)
Own x mean schooling 0.00162
of coworkers in estab. (0.00045)
Sample Estabs.  All workers = Movers Movers  All workers
Years used 1997 1997 1997,°99 1997,°99 1997, °99
Microregion-time fixed effects v v v v
Establishment fixed effects v v
Sector fixed effects v
Worker fixed effects v v v
r2 0.26216 0.40172 0.84463 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848

Notes: RAIS data, largest connected set in each of the 151 selected microregions. Standard errors (in paren-
thesis) are robust in Column (1), clustered at the establishment level in Column (2), and two-way clustered at
the worker and establishment levels in the other columns. The standard deviation of the task content variable
is approximately one.

to more complex tasks (Lemma 1); (iii) with monopsony power, workers moving to more
skill-intensive firms are reallocated to more complex tasks (Lemma 2); and (iv) wage gaps

between high- and low-skill firms should be larger for skilled workers (Proposition 3).

To test these predictions, I need proxies for worker skill and task complexity. Skill is mea-
sured by years of schooling; see below for results using an alternative measure. For task
complexity, I use the non-routine analytical task content of Brazilian occupations created
by de Souza (2022). That measure reflects whether O*NET survey respondents believe that
their occupation requires mathematical reasoning and was created following the methodol-
ogy in Deming (2017).28

28The O*NET survey asks workers in the US about their jobs, including skill requirements and the degree of
automation in the occupation. Deming (2017) describes how that survey is collected and processed to produce
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Columns (1) and (2) in Table D2 test the first two predictions using data for 1997. Column
(1) reports a firm-level regression of the establishment’s average task complexity on the
average years of schooling of that establishment’s employees. Consistent with the theory, I
find a positive relationship. Column (2) is a worker-level regression of the task content of
the worker’s occupation on that worker’s schooling, controlling for firm fixed effects. The

positive coefficient confirms the prediction for within-firm assignment.

Next, I use worker transitions between establishments to test the third prediction. Specifi-
cally, I regress the analytical task content of the worker’s occupation on mean schooling of
other workers in the same establishment, controlling for worker fixed effects. That regres-
sion uses data from 1997 and 1999 and only includes movers. Column (3) demonstrates
that the estimate is positive and significant, although the correlation is weaker than in Col-
umn (2). Workers moving to firms with more educated colleagues tend to be assigned to
more analytical occupations, consistent with differences in optimal assignment across firms

in imperfectly competitive environments.

I also investigate whether changes in assignment are driven by workers moving between sec-
tors. Column (4) shows results for a specification similar to Column (3) but with sector fixed
effects.”” I find that the coefficient falls by about half but remains highly significant. This
suggests sizable within-sector variation in skill intensity and task content of occupations,
consistent with the interpretation that goods in the model might represent differentiated va-

rieties or technologies within industries.

Finally, Column (5) tests the fourth prediction, again using panel data. It reports a regres-
sion of log wage on worker fixed effects, firm fixed effects, and the interaction between a
worker’s years of schooling and the average schooling of coworkers in their workplace. I

find a positive, statistically significant estimate, consistent with the theory.

Table D3 shows additional versions of the validation exercises from Table D2. Panel A
repeats the results from that table for quick referencing. Panels B and C show sample re-
strictions where regions where the minimum wage binds more strongly are eliminated. That
exercise tests whether the log-wage complementarities shown in Column (5) are mechanical
consequences of minimum wages. That could be a concern since minimum wages censor

the bottom of the wage distribution, and thus reduce the possibility of cross-firm wage dif-

data that describe each occupation as a combination of tasks of varying intensities. de Souza (2022) links SOC
occupation codes with occupation codes in the RAIS data before calculating the task content of occupations
using O*NET data and the procedures in Deming (2017).

2There are 560 “CNAE10” sectors in the regression sample. 507 include at least 100 movers.
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ferentials for unskilled workers.

The coefficient of interest falls by 28% from Panel A to Panel B, but remains statistically
significant. The further sample restriction from Panel B to Panel C has essentially no effect
on the estimated coefficient, which remains statistically distinguishable from zero. Thus, I

conclude that minimum wages are not the primary cause for the log wage complementarities.

In Panel D, I explore an alternative measure of skill, constructed in the following way. First,
I split workers into 12 age groups (each group includes three years of age, except the last,
which includes workers 51 through 54). Next, I use data from 1997 only to run a regression
of log wages on schooling fixed effects, age fixed effects, and firm fixed effects. Thus, it
accounts for nonlinearities in returns to schooling, the role of age, and nets out some of the
effects of firms on log wages. The measure is normalized to range from zero to 15, so that
the magnitude of the coefficient can be more easily comparable to the ones from the other
panels. The firm-level averages and leave-out averages are recalculated using the Mincerian

measure.

I find that the results are very similar for all outcomes. In unreported results, I also find that
results hold if the skill measure is just dummies for the three educational groups, as used in
the remainder of the quantitative exercises. I conclude that the results are not sensitive to the

particular metric of worker skill I use.

D.4 Discussion: estimating the labor supply elasticity

In this Appendix, I discuss the decision to calibrate the firm-level elasticity of supply param-
eter B instead of estimating it. I also discuss assigning half weight to the minimum wage

“spike” in the estimation procedure since both decisions are related.

In principle, it is possible to estimate the firm-level elasticity of labor supply based on the
size of the spike in log wage distributions, given the structure of the model. Comparing
Panels A and B in Figure 3, one can note how 3 determines the range of workers who earn

exactly the minimum wage conditional on posted wages and the distribution of abilities.

I did not pursue this strategy in the paper because the spike may be strongly affected by
economic factors not included in the model, such that this approach to identifying f3 is not as
credible as state-of-the-art methods exploited in recent literature. One example of a theoret-
ical channel not included in the model but with potentially significant consequences for the

spike is the role of fairness considerations and relative earnings within the firm (see Foot-
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Table D3: Validation of the task-based production function: robustness.

Non-routine cognitive task content Log wage
(1) (2) 3) 4) (%)

Panel A: baseline estimates
Coefficient 0.07921 0.06304 0.00663 0.00343 0.00162
Standard error  (0.00049)  (0.00159)  (0.00077) (0.00086)  (0.00045)
r2 0.26216 0.40172 0.84463 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848
Panel B: 101 microregions where spike <5% of formal emp.
Coefficient 0.08138 0.06166 0.00827 0.00531 0.00117
Standard error  (0.00053)  (0.00175)  (0.00073) (0.00084)  (0.00039)
r2 0.26849 0.40415 0.84489 0.85056 0.9572
N 82,711 10,333,034 2,415,618 2,415,617 13,142,099
Panel C: 44 microregions where spike <2% of formal emp.
Coefficient 0.08331 0.06116 0.00941 0.00678 0.00113
Standard error  (0.00061)  (0.00214)  (0.00085) (0.00098)  (0.00048)
r2 0.2762 0.40159 0.84052 0.84619 0.95668
N 60,230 7,567,905 1,774,798 1,774,796 9,510,389
Panel D: Mincerian measure of skill
Coefficient 0.07373 0.05314 0.00519 0.00297 0.00159
Standard error  (0.00043)  (0.00182)  (0.00074) (0.00086)  (0.00042)
r2 0.27312 0.40156 0.84461 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848

Notes: See notes from Table D2.

employment effects of the minimum wage concentrate on the spike.
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note 19). Another is the possibility that, when deciding whether to work in the formal sector,
workers have imperfect information about the level of earnings they will receive. In this
case, a higher minimum wage may induce search efforts by workers who think there is a sig-
nificant probability that they will earn exactly the minimum wage. That’s because, for those
workers, the expected earnings rise with the minimum. However, some may receive em-
ployment offers with wages a bit above the minimum. Because workers in my model have

perfect information about their potential earnings in all firms in the economy, the positive

Indeed, when I estimate the model with a level of B similar to values estimated in recent
papers and assign half weight to the spike target, I find that it over-estimates the size of the

spike (see Table 4). Assigning full weight to the spike leads to minor improvements in that



moment but significantly decreases the quality of fit in other dimensions. That’s because the
residual variance in the spike moment is relatively small compared to the wage inequality

moments.

An alternative approach would be to estimate the 3 parameter by targetting the spike and
assigning full weight to that target. I pursued this strategy in a previous version of this paper
(available upon request). In that version, the predicted spike is closer to the measured one,
though still larger. The estimated 3 was 10.2, consistent with the mechanism from Figure 3
being used to match the smaller spike. The conclusions from the main counterfactual ex-
ercises were very similar concerning the role of each factor in explaining changes in wage
inequality in Brazil. As expected, the disemployment effects of the minimum wage are larger

with a higher elasticity .3

As a final note, the spike size may be different in the Brazilian context if one uses alternative
data sets in the estimation procedure, which provides another potential reason to downweight
that moment. For example, one can find more significant estimates of the minimum wage
spike using the Pesquisa Nacional por Amostragem de Domicilios (PNAD) household sur-
vey. See Figure 2, Panel D in Derenoncourt et al. (2021) for a specific example. The discrep-
ancies between the spike size in my paper and that in Derenoncourt et al. (2021) are primarily
due to sample selection: my data excludes the smallest microregions in the country, where
the minimum wage binds more strongly. I conjecture that they may also reflect rounding bias
in the PNAD data compared to the RAIS. That is because the RAIS is an administrative data
set managed by the government, and thus, firms are incentivized not to over-report wages
since some mandatory contributions are proportional to the reported wage. The spike size in
my paper is similar to that in Engbom and Moser (2022). That said, if it is true that the actual
minimum wage spike is larger than what is implied by the RAIS data I use, then that would

make the moments in the data closer to the values predicted by the fitted structural model.

301n the previous version of the paper, the minimum wage caused small, negative wage spillovers for workers
in the middle of the productivity distribution. In the current version, the spillovers are also small but positive.
The difference is not due to the 3 parameter. Rather, the previous model version imposed that low-wage
firms had degenerate demand for low-complexity tasks. In contrast, those firms may demand high-complexity
tasks in the current version. Thus, differences in returns to skill between firms were magnified in the previous
version, strengthening the returns to skill channel of minimum wage effects.
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D.5S Details on the parameterization of worker types

I set H = 10. The comparative advantage functions for these ten groups are fixed:

en(x) = exp(ax)

= —1+ (S )/ (St h)

This formulation implies that the highest type has the same productivity in all tasks, while
the lowest type has e (x) = exp(—x). The values for intermediate types are such that if task
thresholds are equally spaced for a firm g, then ratios of marginal products of labor between
neighboring worker types are identical for all types. Although not essential, this property

helps make skill premiums between groups reasonably uniform.

The exogenous number of workers Ny is determined by the observed shares of the adult
population in each educational group he {1,2,3} (less than high school, high school, and

college or more) according to the following probabilities:

A 15—
Pr(h:lyh):cp( “h>

Ph
. h+0.5— h—0.5—
Pr(h|h):d>(u)—d>(—uh> hef{2,...,9)
Ph Ph
. 9.5
Pr(h:10|h):1—cl>< “h>
Ph

where @ is the cumulative distribution function of a standard Normal. Those probabilities
resemble an “ordered Probit” model with thresholds 1.5,2.5,...,9.5. I normalize y;,_, =3
and y;_, = 8. That is, the median worker with less than high school corresponds to h = 3,
and the median college worker has 4 = 8. The comparative advantage of the median high-
school worker is given by the estimated parameter L;_,. The model allows for dispersion in

comparative advantage within an educational group, depending on the magnitude of p;.

The distribution of efficiency units € within latent group / is a mean-zero Skew Normal:

2 - -
s (€) = <9 (8)  (18)
h,rt
- € 2
B Sh,rt X n(1+4x?)
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3
Sh,r,t = Z Pl‘(il‘h,r,t)ﬁil
h=1

where ¢ is the density of a standard Normal. The skewness is determined by ). This degree
of freedom helps the model fit the left tail of the wage distribution, which is essential for
the effects of minimum wages. The parameters §;l determine the dispersion of the efficiency

units associated with each educational group h.

The value of outside options is determined by:

3
20,h,rt = Z Pr(h|h)20fz7r,t
h=1

AHT ~RH ~RT (14A1{h=3})

where 0.t = “0hs " “0.rh <0t

and normalizing: flo'lgt =1 ifr=19980rh=2

andﬁgfrlilzl ifh=2

The easiest way to understand that formulation is to focus on fo,iz,r, ;» the average value for ed-
ucational group h. It is determined by flexible education-time (HT), region-education (RH),
and region-time (RT) components, which absorb confounders determining formal employ-
ment such as regional differences in the enforcement of labor regulation. The region-time
shocks are allowed to have stronger or weaker effects on college workers (7 = 3) depending

on the A parameter.

Once the outside options for the three educational groups are known, they can be trans-
formed into outside options for latent worker groups, z¢ 5, ;, using the conditional probabili-

ties Pr(h|h,r,t) (similarly to the approach for the dispersion of efficiency units).

D.6 Identification and definition of the estimator
D.6.1 Formalization of the data-generating process and estimator
As explained in the main text, the data-generating process is:

Y, =a(Z,,05,08)+u, re{l,... R}

Let PB(Y") be a function that selects the following six moments from Y: formal employment

rates for each of the educational groups in # = 1998, the formal employment rate for high
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school workers in # = 2012, and minimum wage bindingness in both years (defined as log
minimum wage minus mean log wage). These endogenous outcomes are used to “invert”
the region-specific parameters given a guess of the other parameters, as formalized in the

following identification assumptions:

Assumption 1 (Exogeneity). E[u,|Z,,0%] = 0.

Assumption 2 (Independence between microregions). If r # 1/, then E [uru’r,] = 026x26-
Assumption 3 (Correct specification of employment and bindingness). PB(u,) = Ogx1 Vr.

Assumption 4 (Invertibility of outside options and TFP). For all r and all allowable 6°,
there is a function OF (:|1Z,,0°) such that: Y =a(Z,,0%,0F) < 6% = oF (PB(Y)|Z,,6°).

Assumption 5 (Rank condition). Define:
([z’ PB(Y,)Y, eG> —a (z 0°.0F (PB( r)yzr,oc»
Denote the 51 x 1 gradient of the o-eth endogenous outcome of the a(-) function, with respect
to 0C, in region r, by Jw(HG). Then, the following matrix exists and is nonsingular:
R 26

1
Ay = plim — Z ZJVO 90 J,(,(OO)

R—oo N1 p=

Assumption 6 (Limited dispersion of structural residuals). The following matrix exists and
is positive definite:
| R 26 26
By = plim — Z Z Z Jr0(85) Jro! 85 Ur,oUy,of

R_>°° r=lo=1o'=1

These assumptions allow for the identification of model parameters:

Proposition 7 (Identification, estimation, and inference). Under Assumptions I through 6,

the following nonlinear least squares estimator

9G=argnelg;nr_f‘,l[ a(12;.PB(y,)1.6%)| [vi~a (12}, PB(y).6°)]
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has the following asymptotic distribution:

VRO -65) % v (0,A;' ByAy ")

D.6.2 Overidentification

In this section, I provide examples of how the economic model imposes strong constraints
on the data, leading to an over-identified empirical model. First, note that I target seven
inequality measures at the region-time level, but only allow three demand-side parameters
to vary flexibly between regions. The model does not have enough degrees of freedom
to simultaneously match, for each of those inequality measures, their time-specific means,

variances, and how they correlate with the covariates we use.

Intuitively, the three demand parameters allowed to vary systematically between regions—
blueprint complexity, relative entry costs, and relative taste for skill-intensive goods—are
closely linked to the returns to college, the variance of establishment effects, and the covari-
ance of worker and establishment effects, respectively. One could thus identify the 36 pa-
rameters 8¢ by estimating period-specific regressions of those endogenous outcomes on the
covariates in Equation (11), and then using the estimated regression coefficients as targets.
After this, one could then consider using only a few selected moments of the other four in-
equality measures as targets to estimate the remaining parameters. Just trying to match their
period-specific averages and variances would correspond to 16 moments, the same number
of parameters left to be estimated after the §¢' terms are recovered. But there is important
economic content not only in averages and variances of these inequality measures but also
in how they correlate with each other. Below, in Section D.6, I discuss how the correlation
between within-group variances of log wages and the covariance between worker and firm
effects is important for identifying the elasticity ¢. By trying to match all of the moments at

the region-time level, the least-squares estimator uses that variation for identification.

Another example comes from the minimum wage bindingness measures. There is no guar-
antee that the model can replicate period-specific shares of workers at the minimum wage
spike or up to 30 log points of the minimum wage, as they all depend fundamentally on a
single parameter—the skewness of efficiency units of labor ). A failure to match these bind-
ingness measures would suggest misspecification of the distribution of skills or the economic
mechanism that generates the minimum wage spike. The 8 parameter could, in principle, be

estimated by targeting the size of the minimum wage spike (I thank an anonymous referee
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for this suggestion). In a previous discussion (Appendix D.4), I explained why this approach

wass not pursued in the paper.

D.6.3 Avoiding incidental parameter bias

A central challenge in the empirical model is allowing for region-specific heterogeneity in la-
bor demand parameters, formal employment shifters, and overall productivity levels (which
are strong determinants of how binding the minimum wage is in each region). It would
not be realistic, for example, to assume that regional labor demand is orthogonal to educa-
tion, or that education is orthogonal to productivity. Thus, when specifying the unobserved
supply, demand, and productivity parameters, the structural model needs to account for the

possibility of such correlations.

One approach would be to add flexible fixed effects to model to capture such unobserved
heterogeneity. But that solution would be incomplete, since there may be heterogeneous
trends in addition to heterogeneous levels. For example, rural regions could on average be
less educated initially, face stronger educational growth, and receive stronger shocks to TFP
and relative demand for unskilled labor due to the commodities boom.

A worse problem with the fixed effects approach would be incidental parameter bias, since
the model is nonlinear. There exist methods to deal with incidental parameter bias in such
panel models (e.g., Hahn and Kuersteiner, 2002; Hahn and Newey, 2004). However, they
rely on large T asymptotics. Since I am estimating a long-run model, those methods are not

appropriate.

This is the motivation for specifying the regression-style models for the biased demand pa-
rameters, and using a subset of the endogenous outcomes to invert the flexible region-specific
parameters. Three region-specific outside option parameters are recovered from formal
employment rates in 1998, capturing heterogeneity in outside options at the microregion-
education group level. The formal employment rate for high school workers in 2012 recov-
ers the common region-specific shock to outside options for all groups. That could reflect,
for instance, location-specific changes in the enforcement of labor regulations, which affects
informality rates (Almeida and Carneiro, 2012).3! Local TFP in each period is inferred from
the minimum wage bindingness level. In effect, those endogenous outcomes are used as

covariates, somewhat analogously to how empirical strategies such as Lee (1999) use mea-

31T choose high school workers as the reference group because it corresponds to a large share of the work-
force in both periods, thus providing more precise estimates of the formal employment rate.
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sures of minimum wage bindingness as independent variables in regressions. An important
difference is that the inversion procedure explicitly takes into account that observed binding-
ness depends on several other characteristics at the local level in addition to TFP, such as the

educational distribution and labor demand characteristics.

Inversion requires that there should be no error in formal employment rates for 1998, the em-
ployment rate of high school workers in 2012, and the minimum wage bindingness variable
(Assumption 3). That is because the model is nonlinear: even if there is mean-zero error,
it could still introduce bias to the model, which would not go away with an increase in the

number of regions.

As mentioned in the main text, the residuals u, include misspecification in functional forms,
omitted variables, and sampling error. Functional form issues are not an issue, since the
model can always match observed formal employment rates and levels of minimum wage
bindingness by shifting the flexible productivity and outside option parameters. As for omit-
ted variables, Assumption 3 can be viewed as a normalization: the “z” parameters to be
inverted should be interpreted as encompassing all factors that drive formal employment and

bindingness other than the wage index.

Sampling error could be an issue, but it is made less relevant by the sample restrictions I use.
The most imprecise measure is the formal employment rate of college workers in 1998, as
they are by far the smallest worker group and the sample is smaller (and less educated) in
1998. But since the sample is selected to have regions with at least 1,000 formal workers with
college education (and thus more than 1,000 adults with college education), the sampling
error is minimal. The largest estimated standard error is 0.013, for a point estimate of 0.654.
That region has a small population, such that its weight in estimation is not large. The mean
standard error, using the region-specific estimation weights, is 0.005. That is, standard errors
are about 1% of the point estimates, and 2% in the region with the most imprecise estimate.

Thus, they are unlikely to cause significant bias.

D.6.4 Identifying variation and instrumental variables analogy

The estimator can be interpreted as a nonlinear instrumental variables model. The population
share instruments have a primary effect (“first stage”) on the endogenous total supply of
skilled labor to the formal sector. Time is used as an instrument for common changes in the
three time-varying demand-side parameters: blueprint complexity of advanced firms, entry

cost ratios between firms, and relative taste for advanced goods. That is: conditional on
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observed changes in minimum wage bindingness and labor supply, the only time-varying
factors are the three demand shocks. That approach is analogous to that of papers such as
Katz and Murphy (1992), where a time trend is interpreted a change in unobserved shocks

conditional on labor supply.

The interaction of time with initial sectoral shares in agriculture and manufacturing is in-
spired by papers that use shift-share instruments to gauge the effects of trade shocks between
regions. That is clear by noting that the equations for the three time-varying demand parame-
ters can be written as time changes within microregion, and each of the initial sectoral shares
can have an independent effect on those changes that is different from their impacts on initial

levels.

The simultaneous equation least squares estimator can then be interpreted as stacking the
first stages and reduced forms, which is one way to estimate an IV model (in the classic IV
model, one would estimate them as a set of seemingly unrelated regressions). A potential
concern is that the residuals of first stages will be correlated with those of the reduced forms.
This is an important reason why the model needs to allow for within-region correlated errors,
even between different time periods. It is not the only reason, though. As another example,
an unobserved factor that affects the wage for high school workers would mechanically affect

the two between-group wage gaps.

I also rely on some exogenous variation in the bindingness level of the minimum wage. It
comes from the assumption that region-time-specific TFP is mean independent of the resid-
uals conditional on all instruments and outside option parameters. The estimator uses that
variation to infer how minimum wage bindingness maps into the size of the spike and the
share of the employed workforce close to the minimum wage. That information, in turn,

identifies the skewness parameter of the distribution of efficiency units, .

One advantage of my approach is that it “corrects” for differences in the shape of the wage
distribution that could be driven by different supply and demand characteristics across re-
gions. Those might be confounders both because they may correlate with TFP and because
they have independent effects on wages, and thus affect empirical measures of bindingness
such as the size of the minimum wage spike or how the minimum wage compares to the
mean or median of the log wage distribution. In addition, I do not need to specify a refer-
ence point at which the minimum wage is assumed to have no effects, as in Lee (1999) or
Autor, Manning and Smith (2016). That is useful for capturing possible general equilibrium

effects which could affect the upper tail of the distribution. As a potential downside, I have
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to specify a fully parametric model, which may not be accurate. When evaluating the fit of
the model, I will argue that the model is flexible enough to accurately portray the shape of

the wage distribution, particularly at the left tail.

The variation in labor supply, labor demand, and minimum wage bindingness induced by the

instruments is then used to identify the remaining general parameters of the model:

Worker types: The comparative advantage of high school workers u;_, is identified from
the initial mean log wage gap between high school workers and those with less than high
school. To identify the dispersion in comparative and absolute advantage within educational
groups, I need to combine two kinds of information for each of them. The first is the overall
level of wage dispersion, measured through the initial variance of log wages within group.
The second piece of information is revealed by how the changes in the variance of log wages

correlate with changes in skill premiums at the microregion.>?

Outside options: The four region-specific parameters are inferred from observed formal
employment rates, as described above. The two shocks to outside options at the education
level (for less than high school and for college workers) are identified by matching the aver-
age employment rates for those groups. Finally, the preference parameter A, which regulates
the macro elasticity of labor supply, is identified by the correlation between employment
rates and the predicted inclusive value of formal employment, which is a function of wages

and the number of firms of each type in the economy.

Blueprint shape and elasticity of substitution between goods: Those two parameters have
important implications for sorting and the aggregate substitution patterns between worker
types. The first, k, determines the extent to which the skill-intensive firms are specialized.
The second, o, determines how good-specific output, and thus firm entry and aggregate em-
ployment by firm type, responds to shocks that affect relative costs, such as changes in skill
premiums induced by supply or demand shocks. That has strong implications for how mean
log wage gaps between groups respond to those shocks, as well as the contribution of firm
premiums to within-group inequality. Thus, the two parameters are jointly recovered from
cross-sectional correlations between supply and demand shocks, sorting, skill premiums be-

tween groups, and variances of log wages within groups.

31f there is significant dispersion in comparative advantage in a group, then the variance of log wages
within that group should increase with skill-premiums. Alternatively, if all of the productivity dispersion is in
absolute advantage, then log wages within a group move in tandem. Because the estimation procedure is joint,
that logic is valid after netting out the contribution of other factors such as minimum wages, which may have
strong independent effects on within-group variances of log wages.
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D.6.5 Identifying variation in the Brazilian context

The variation used to identify the impact of supply comes from the dramatic rise educational
achievement in Brazil. The country has historically low levels of schooling (see Chapter 5
in Engerman and Sokoloff, 2012, for a discussion of the historical development of school-
ing institutions in the Americas). In 1989, average years of schooling were 5.1 in Brazil,
compared to 6.1 in Mexico, 7.11 in Venezuela, or 8.4 in Chile (calculated using statistics
compiled in SEDLAC, 2022). But with the return to democracy in 1985, following more
than 20 years of military dictatorship, a series of reforms helped set a new trajectory for

schooling achievement in the country.

These developments started at the end of the military dictatorship. A constitutional amend-
ment passed in 1983 (“Emenda Calmon’) imposed minimum expenditure requirements on
education: at least 13% of federal resources and 25% of state and minicipality-level re-
sources. The dictatorship argued that the amendment was not binding without another law
regulating it. Congress acted, and the new law was passed in 1985. Later, the new Con-
stitution of 1988 enshrined that law, with the federal expenditure requirement increasing to
18%. The new Constitution also gave municipalities more autonomy in how to organize their

educational systems.

More systematic efforts to expand schooling followed in the 1990’s and 2000’s. In 1996,
a new law (“Lei de Diretrizes e Bases da Educacdo Nacional”) established guidelines and
attributed formal responsabilities to federal, state, and municipal agents in promoting the
universalization of schooling. In 1995, the federal government created an effective system
to collect school quality data at the national level (““Saeb”). Another system for evaluating
secondary education followed in 1998 (“Enem”). In 2001, the federal government imple-
mented a national cash transfer program conditional on school enrollment (“Bolsa-Escola”,
later incorporated into the “Bolsa Familia” program). And starting in 2005, the “ProUni”
program subsidizes low-income students who wished to attend private colleges and univer-
sities (public universities are tuition-free in Brazil, but few low-income students are able to
pass the entry exams). This list of reforms and policies, which is not exhaustive, shows that
that the rise in schooling achievement in Brazil was not an accident, nor should be viewed
as “automatic” consequence of economic growth. Indeed, economic growth was much more
significant in the 1960’s and 1970’s than the 1980’s and early 1990’s.

The model allows for trends in labor demand that correlate with schooling achievement mea-

sured in 1998, as well as with initial employment shares in agriculture and manufacturing
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and overall wage levels (relative to the minimum wage). Thus, the variation that disentangles
the effect of supply from that of demand comes from regions where the growth in schooling
achievement was faster or slower than expected, compared to other locations that were sim-
ilar in 1998. I argue that this variation is plausibly exogenous. Reverse causality is unlikely
because it takes years or decades for household or local government decisions to be reflected

into shares of the adult population belonging to each educational group.

Why does schooling rise faster in some regions, compared to others? It could be due to
differences in policies implemented before 1998, or due to the fact that some national poli-
cies could affect regions differently. As an example of the former, the Brazilian Federal
District (where the capital, Brasilia, and a few other cities are located) implemented a local
cash transfer program in 1995, six years before the national program. As for the latter, the
minimum expenditure requirements from “Emenda Calmon” and the 1988 Constitution were
more binding in some states than in others, such that some were more strongly affected by
that policy.

D.6.6 Threats to identification

At this point, it is worth emphasizing some threats that could hinder identification in other

models, but are not problematic for my estimator:

* Labor demand shocks cause endogenous responses in labor market participation, lead-
ing to simultaneity bias in supply: not a problem because supply of labor to the formal

sector is a modeled endogenous outcome.

* On average, regions that are initially more “backward”—Ilower education and TFP,
for example—experience both more rapid growth in education and more biased labor
demand shocks (regional convergence): not a problem because demand shocks may

correlate with initial education and sectoral shares.

* Outside options for educated workers might be worse in places with higher demand for
skilled labor, or places where the supply of educated workers grows faster, or regions
experiencing more technical change: not a problem because region-education-specific
outside option parameters are not assumed to be independent of demand, supply, or

TFP (though they must be orthogonal to the unmodeled residuals).

* Outside options are becoming worse for low-educated workers relative to college

workers, because of unmodeled factors leading to a decline in the number of informal
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jobs in the economy: not a problem because of the flexible education-time-specific

outside option parameters.

* Outside options for all workers are becoming worse in regions that are developing
faster, again due to a stronger decline in informal jobs in those regions: not a problem
because of the flexible region-time-specific outside option parameters, which need to
be orthogonal to the residuals but may be arbitrarily correlated with local supply and

demand factors.

Still, there may be threats to identification. One particular concern is an imperfect map-
ping between education groups and worker productivity in the model. For example, average
school quality may be higher in large urban areas, compared to more rural microregions.

That would introduce non-random measurement error, a possible source of bias.

The model is robust to some forms of correlated misspecification of both absolute or com-
parative advantage, if they affect workers of all educational groups in the same microregion.
For absolute advantage, the result follows from noting that the productivity shifters z,, are
flexible, and thus would absorb proportional differences in productivity for all workers. For
comparative advantage, the model is robust to region and time differences in the oy, parame-
ters that correlate with labor demand shifters, as long as the oy, vary in the same proportion
for all 4. To see why, look at Proposition 6, shown in Appendix B.3. It shows how a the
effects of such proportional shocks to the ¢y, can be “compensated” by corresponding pro-

portional changes in task complexity 0, leaving the wage distribution unchanged.

One could think of other forms of misspecification that would be more serious. For example,
the quality of newly created colleges might be lower than that of preexisting ones, such that
in places where college expansion is stronger, the average human capital of college graduates
might be lower compared to workers without college. In that case, the estimated effects of
increased supply of skill on the labor market may be underestimated (possibly introducing
bias in the estimated effects of demand shocks as well). Investigating that potential source

of bias is beyond the scope of this paper.

D.7 Estimation details
D.7.1 Numerical implementation of the loss function

The estimation procedure is implemented using the Julia programming language (Bezanson

etal., 2017). There are two major challenges in the implementation of the loss function. The
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first is the need to account for the inversion procedure described in the main text. The second
is the need to minimize the chance that no equilibrium can be find. The issue is that, with 302
region-time combinations, it is possible that parameter guesses are such that it is hard to find
all of the equilibria. This is a problem for estimation, because if even one equilibrium is not
found, the loss function cannot be calculated. While one can impose ad hoc shortcuts such
as assuming the loss function is large in such cases, those shortcuts can lead the optimization
procedure astray, making it fail to converge or converge to points that could be local instead

of global minimums.

I start with creating two alternative formulations of the equilibrium-finding procedure that
incorporate the inversion procedure. The first one is used for equilibria corresponding to the
1998 time period. In those, I include four choice variables, corresponding to the parameters
to be inverted: 25{{ , 2%{ , 25{998, and z,1998. Then, I add four “residuals” corresponding
to the formal employment rates for the three educational groups and the minimum wage

bindingness.

The second version is used for the 2012 period. It only has two additional variables, 25%012
and z,2012, and two additional residuals, the formal employment rate for high school workers

and minimum wage bindingness.

The evaluation of the loss function will then try to solve equilibria for each region separately
(using parallel processing if multiple cores are available). First, it will attempt to solve for
the 1998 equilibria using the alternative equilibrium-finding procedure above (trying up to 50
starting points, as described in Appendix C). If it fails, it will try to match at least minimum
wage bindingness and employment for high school workers (that is, using the procedure for

2012). If even that fails, it will try to solve for an equilibrium with no inversion.

In case an equilibrium without the full inversion is found, the procedure will try to use that
as a starting point to achieve complete inversion. Specifically, if only an equilibrium with
no inversion at all is found, that equilibrium is used as a starting point to find an equilibrium
using the 2012 inversion. Then, if an equilibrium with 2012 inversion is found, then that is

used as a starting point for the desired 1998 inversion.

Next, the procedure tries to solve for the actual 2012 equilibrium. There, it will use some
of the outside options parameters found for 1998. Again, if the equilibrium with inversion
cannot be found, the procedure will attempt to find an equilibrium without inversion. That

equilibrium will then be used as a starting point to find the equilibrium with inversion.
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The estimator then proceeds to the Jacobian. There, it will use all of the equilibria found in

the first evaluation as starting points, leading to large computational gains.

The estimation loss function allows for incomplete inversion. This is addressed by including
all endogenous outcomes, including the ones used in the inversion, in the sum of squared
deviations to be minimized. The endogenous outcomes that need to be zero by the inversion

procedure receive a high equation weight.

That sequence of steps is somewhat complicated, but highly effective. In practice, the pro-
cedure will report using equilibria without full inversion only for points very far from the

global minimum.

D.7.2 Estimator and starting points

I use the Levenberg-Marquardt optimization algorithm. All parameters are transformed to
eliminate the need for constrained optimization. I begin with a set of parameters that pro-
duced somewhat realistic moments, with elasticities A = 0.5, and ¢ = 2. Then, I started the
optimization procedure using that starting point and nine others in parallel. The other starting
points had random Uniform[-0.5,0.5] shifts (in terms of transformed parameters) compared

to the base one.

The best result from this first step was then used in a second draw of starting points. There,
the random shifts in transformed were smaller (between -0.1 and 0.1). The best point from
that second draw is the optimal point shown in the paper. Most of the other points were very
close in terms of estimated parameters and values of the loss function. The complete process

took about four weeks using 180 CPU cores in a modern compute cluster.

I also experimented with other heuristics to generate starting points, different optimization
algorithms, and weighting schemes. My conclusion is that the procedure is not very sensitive
to most implementation choices. However, abandoning equation weights leads to much
worse quality of fit for some moments. That is because there is significant differences in

the variance of residuals in different equations.

D.7.3 Estimates of demand parameters

Table D4 shows estimates of the 5id’t demand-side parameters. The coefficients are reported
for demeaned variables within each period, such that the constants capture the year-specific

averages of the parameter transformations. Those averages point to an overall demand shock
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Table D4: Estimates of demand parameters

log 6, log (%) log <—IZZ7’/;;[)

1998 2012 1998 2012 1998 2012

Constant -046 0.13 436 275 1.51 1.41
(0.19) (0.24) (0.06) (0.06) (0.07) (0.07)

Initial share -0.04 124 -079 209 003 -0.61
high school (0.49) (1.10) (1.90) (1.88) (0.63) (0.86)
Initial share 345 475 305 674 -0.05 -0.50
college (0.76) (1.43) (2.86) (3.77) (0.85) (0.88)
Initial share 0.14 1.18 039 -224 -023 -1.19
agriculture (0.27) (0.28) (1.07) (0.88) (0.22) (0.31)
Initial share -045 227 -361 -3.05 -123 -1.04
manufacturing 0.27) (0.44) (0.94) (0.69) (0.28) (0.23)
Current log min. wage 041 032 -0.14 -1.03 0.02 -0.36
minus mean log wage (0.10) (0.22) (0.27) (0.66) (0.09) (0.18)

Notes: Estimates of the 5id"l demand-side parameters. All of the variables are demeaned within time period,
and thus the constants measure mean parameter values for each year. Standard errors, shown in parentheses,
are cluster-robust at the region level, calculated using the sample analogue of the asymptotic formula from

Proposition 7.

that combines three elements. First, task complexity requirements at the skill-intensive firms
are increasing. Second, the relative entry cost ratio falls, such that it becomes relatively
easier (from the point of view of entry inputs) to create skill-intensive firms. And third, there
is a reduction in the relative taste for the skill-intensive good (corresponding to an exogenous

average increase in the price for the low-skill good, since ¢ — oo in the estimated model).

The interpretation of the other coefficients is not straightforward clear, since they correspond
to partial correlations. However, it is worth pointing out that several of them have economi-

cally meaningful magnitudes and are statistically significant. That points to the importance

of allowing for those correlations in the empirical model.

D.7.4 Benchmark regression models for quality of fit

I use two benchmark models to gauge the quality of fit within sample.
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Simple OLS: I run separate regressions for each moment. For all outcomes except the
formal employment rates, the regressions include both time periods (302 observations in
each). The regressors are time effects, share of adults with high school, share of adults with
college, and the difference between the minimum wage and the mean log wage. I run two
additional regressions, one for formal employment rates of adults with less than secondary,
and the same outcome for adults with college education. Each uses data only for 2012 (151
observations each). The regressors are a constant, the lagged employment rate (i.e., for the
same group in 1998), and the current formal employment rate for high school workers. That
makes the employment rate regression comparable to the structural model, as it features
region-education and region-time effects estimated by matching lagged participation values
and the employment rates for high school workers. The model has a total of 51 parameters
(9 X 542 x 3). This is the exact number of estimated parameters in the structural model, if |

do not count the dispersion parameter that is found at the boundary of the parametric space
(Pi,zl =0).

Large OLS: That model is an augmented version of the Simple OLS with more regressors
and allowing for nonlinearities in the effect of the effective minimum wage. For outcomes
other than employment rates, the regressors are time effects, current share of adults with high
school, initial share of adults with high school (that is, for the same region in 1998), current
share of adults with college, initial share of adults with college, initial share of workforce
in agriculture, initial share of workforce in manufacturing, effective minimum wage, and
effective minimum wage squared. For the formal employment regressions, the regressors
are those Simple OLS model along with all others mentioned above. That yields a total of
112 parameters (9 x 10+ 2 x 11).

D.7.5 Additional measures of fit

In this section, I show additional measures of the quality of fit. I start with Table D5, which
expands Table 4 in two ways. First, it includes a few untargeted moments. Second, and most
importantly, it adds benchmark R2 values. The reason why those benchmarks are provided
is because it may be difficult to make sense of the R2 metric coming from the model without
a reference point. A low R2 may come from either a failure of the model to fit the data or
a lack of sufficient explanatory power in the covariates used by the model. To distinguish
between these two possibilities, I estimate benchmark predictive models based on Ordinary
Least Squares (OLS) regressions. The “Simple” model is constructed to have the same

number of parameters as the structural model. It includes the minimum wage bindingness
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Table DS: Quality of fit and comparison to benchmark predictive models

Data Model R2 Benckmark R2
1998 2012 1998 2012 Model Simple Large
Moments (1) 2) 3) 4) 5) (6) (7)

Wage inequality measures

Secondary / less than secondary 0.498 0.168 0478 0.168 0.755 0.78  0.812

Tertiary / secondary 0.965 1.038 0.981 0.954 0.127 0.169 0.407
Within less than secondary 041 0241 0401 0233 0.607 0.706 0.792
Within secondary 0.684 0355 0.67 0331 0848 0.761 0.86
Within tertiary 0.702 0.624 0.701 0.637 0.139 0.255 0.379
Total variance of log wages 0.745 0553 0.733 0514 0.758

Two-way fixed effects decomposition
Variance establishment effects 0.126 0.054 0.126 0.04 0.586 0.634 0.667
Covariance worker, estab. effects 0.052 0.046 0.056 0.059 0.374 0.354 0.485
Variance worker effects 0454 0368 044 0316 0.439
Correlation worker, estab. effects 0.224  0.315 0234 0.539 -1.395

Formal employment rates

Less than secondary 0.266 0.337 0.266 0.335 0953 0956 0.979
Secondary 0435 0.508 0.435 0.508 1.0 1.0 1.0
Tertiary 0.539 0.629 0.539 0.63 0.89 0.93 0.95

Minimum wage bindingness
Log min. wage - mean log wage -1.418 -0.922 -1.418 -0.922 1.0 1.0 1.0
Share < log min. wage + 0.05 0.031 0.053 0.046 0.084 0.528 0.576 0.785
Share < log min. wage + 0.30 0.086 0.212 0.107 0.201 0.873 0.738 0.904

Notes: Moments targeted by the estimation procedure appear as plain text. Untargeted moments are ifali-
cized. Columns (1) through (4) report national averages of the corresponding moments for each year, cal-
culated using region weights based on total formal employment. Column (5) reports the usual R2 metric

r2=1- {):,2:1):211 Sy (Yw_r, 7?“»2} / [Z?ZIZ;S] Sy (Ye rs 7176)2} , Where e indexes the specific target mo-

ment, )A/NJ is the model prediction, and ¥, is the sample average using the region weights s,. Columns (6) and
(7) report analogous R2 metrics for benchmark OLS models for comparison purposes (see Appendix D.7.4).

measure, educational shares for secondary and tertiary, and time dummies as regressors. The
“Large” model includes several other variables, such as initial sectoral shares and a quadratic
component for minimum wage bindingness. It features a total of 112 parameters, more than
twice as many as in the structural model. Those models are guaranteed to match time-specific

averages for all moments. See the previous subsection in the Appendix for details.

My model fits the data approximately as well as the Simple OLS benchmark. It is worse
for inequality measures and participation rates among college workers but better for AKM
moments and bindingness measures. Although the Large OLS model has a better R2 for

all moments, for many of them, the difference is not substantial. These results support the
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view that the functional form assumptions and theoretical restrictions imposed by the model
are reasonable, since they do not prevent the model from fitting the data as well as standard

regression models.

To further validate the model, 1 verify the quality of fit for outcomes not directly targeted
by the estimation procedure. Table D5 shows that the model has predictive power for the
overall variance of log wages and the variance of worker effects. The correlation between
worker and establishment fixed effects is significantly higher in the model than in the data
for 2012, due to a combination of the covariance component being overestimated and both
variance components being underestimated. Still, the qualitative pattern of increasing sorting

of high-wage workers to high-wage firms within regions is replicated.>?

Next, I provide a comparison of the national histogram of log wages to that predicted by the
model. The top panels in Figure D1 shows that the model closely approximates the real his-
togram, highlighting the quality of fit in both the inequality and relative formal employment
across worker groups and regions. The other panels shows separate histograms for each edu-
cational group. Again, the model fits the data very well. The worst fit is for college workers.
That is consistent with the lower quality of fit shown in Table 4 for the returns to college and
the variance of log wages for college-educated workers. This lower quality of fit comes from
the fact that those moments have more residual variance in the data, and thus receive lower

weight in the estimation procedure.

Next, I investigate whether the model is able to explain the cross-sectional variation within
years. Table D6 shows that, for almost all target moments, the R2 metrics are positive. The
only exception is the variance of log wages for college workers, which is the moment with
the worst fit in the aggregate. Table D6 also shows the corresponding measures of fit for the
two benchmark OLS models described in Appendix D.7.4. Similar to the discussion of the
overall quality of fit, the Simple OLS model is comparable to the structural model. The Large
OLS model fits the data better in most dimensions, but again, the differences are not large
with respect to the minimum wage bindingness measures, two-way fixed effects moments,

and employment rate for workers with less than secondary.

The following exercise verifies the quality of fit regarding the spike and the share close

to the minimum wage, separately by education. Those measures are not targeted by the

33 As mentioned in the descriptive section, the KSS estimate of the correlation between worker and estab-
lishment effects may be biased, such that part of the low quality of fit for this untargeted moment may be due
to measurement issues.
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Figure D1: Distribution of log wages, data and model
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Notes: This figure shows histograms of log wages using 0.05-sized bins, for the whole adult population and
separately by educational group (Less than secondary, Secondary, and Tertiary). The histograms represent real
and simulated data for all 151 microregions in the sample.
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Table D6: Cross-sectional quality of fit (R2) within time periods

Model Simple OLS Large OLS
1998 2012 1998 2012 1998 2012
Moments (1) 2) 3) 4) (5) (6)

Wage inequality measures

Secondary / less than secondary  -0.148 0.269 0.034 0.286 0.19 0.373

Tertiary / secondary 0.062 0.277 0.143 0.263 0.274 0.626
Within less than secondary 0.391 0.175 047 0503 0.671 0.573
Within secondary 0.285 0.605 -0.055 0.319 0.311 0.661
Within tertiary 0.237 -0.247 0.302 0.021 0.381 0.279

Two-way fixed effects decomposition
Variance establishment effects 0.168 -0.838 0.112 0.248 0.188 0.338
Covariance worker, estab. effects 0.289 0.501 0.241 0.531 0.349 0.705
Formal employment rates

Less than secondary 1.0 0.908 1.0 0915 1.0 0.95
Secondary 1.0 1.0 1.0 1.0 1.0 1.0
Tertiary 1.0  0.161 1.0 0471 1.0 0.619

Minimum wage bindingness
Log min. wage - mean log wage 1.0 1.0 1.0 1.0 1.0 1.0
Share < log min. wage + 0.05 0.673 0.407 0.634 0.509 0.848 0.731
Share < log min. wage + 0.30 0.832 0.828 0.697 0.617 0.864 0.878

Notes: This table displays the within-year quality of fit of the model, as measured by the R2 metric. The
R2 can be negative if the model fits the data more poorly than a constant equal to the weighted mean of
the target moment. The table also shows the quality of fit of the two benchmark OLS models described in
Appendix D.7.4.

Table D7: Minimum wage spike and share close to the minimum wage by education

Data Model R2
1998 2012 1998 2012 Model

Moments (1) 2) 3) @) (5)
Less than sec., up to 5 log points  0.041 0.077 0.066 0.144 0.156
Secondary, up to 5 log points 0.022 0.05 0.02 0.062 0.616
Tertiary, up to 5 log points 0.005 0.009 0.002 0.007 0.434

Less than sec., up to 30 log points  0.117 0.287 0.148 0.298 0.809
Secondary, up to 30 log points 0.054 022 0.056 0.181 0.859
Tertiary, up to 30 log points 0.01 0.032 0.006 0.027 0.681

Notes: This table displays national averages by year and the R2 quality-of-fit measure for additional moments
that are not targeted in the estimation procedure: the size of the spike and share close to the minimum wage by
educational group.
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Table D8: Quality of fit with equal weights for all regions

Data Model R2 Benckmark R2
1998 2012 1998 2012 Model Simple Large
Moments (D 2) 3 @) 5 (6) @)

Wage inequality measures
Secondary / less than secondary  0.478 0.131 0473 0.122 0.726 0.723 0.764

Tertiary / secondary 0.978 0953 0992 0.929 0.043 -0.099 0.068
Within less than secondary 0.362 0.212 037 0.221 0.528 0.606 0.715
Within secondary 0.681 0.307 0.666 0293 0.825 0.724 0.827
Within tertiary 0.755 0.612 0.744 0.639 0.274 0364 0.423
Total variance of log wages 0.687 0.465 0.686 0.46 0.702

Two-way fixed effects decomposition
Variance establishment effects 0.117 0.048 0.119 0.028 0413 0481 0.524
Covariance worker, estab. effects 0.041 0.033 0.043 0.049 0.066 0.112 0.219
Variance worker effects 0428 0.311 0428 0.299 0.539
Correlation worker, estab. effects  0.193  0.256  0.188 0.545 -2.095

Formal employment rates

Less than secondary 0.256 0336 0.256 0.335 0934 0.942 0.967
Secondary 0425 0.509 0.425 0.509 1.0 1.0 1.0
Tertiary 0.534 0.632 0.533 0.637 0.836 0917 0.936

Minimum wage bindingness
Log min. wage - mean log wage -1.237 -0.831 -1.237 -0.831 1.0 1.0 1.0
Share < log min. wage + 0.05 0.046 0.062 0.065 0.104 0.277 0.486 0.688
Share < log min. wage + 0.30 0.121 0.235 0.148 024 0.834 0.671 0.857

Notes: This table is identical to Table 4, except that all of the averages and R2 measures are calculated without
using region weights.

estimation procedure, and thus serve as a test of whether the distributional assumptions on
worker productivity seem warranted. In addition, if 8 varies strongly by skill, instead of
being common as assumed in the model, then the data and the model would likely disagree

regarding the relative size of the spike for different educational groups.

Table D7 shows that this is not the case. The overall pattern of a good fit for the spike in
1998, and an over-estimate in 2012, holds for all worker types. The fit of share close to the
minimum wage is excellent for workers with secondary or less. For college workers, the R2
metric is close to zero, but the shares are very low to begin with. Thus, the lack of excellent

quality of fit there is likely not very consequential for counterfactual analysis.

Finally, I investigate whether the good quality of fit is being driven by the largest regions,
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Table D9: Effects of supply, demand, and minimum wage on other outcomes

Base All Individual effects: Interactions

value Changes S D M S+D S+M D+M Triple
Outcome (1 (2) @ @ & © O O 9)
Panel A: Inequality between and within groups
Between groups: 2/1 0.48 -0.31 -0.02 -0.20 -0.06 0.02 0.01 -0.05 0.00
Between groups: 3/2 0.98 -0.03 -0.04 -0.00 -0.07 0.03 0.01 0.04 -0.01
Within group: 1 0.40 -0.17 -0.00 -0.04 -0.13 -0.02 0.02 0.02 -0.00
Within group: 2 0.67 -0.34  -0.04 -029 -0.09 0.02 001 0.06 -0.00
Within group: 3 0.70 -0.06  -0.09 -0.01 -0.05 0.04 001 003 -0.01
Panel B: Formal employment rates
All workers 0.32 0.11 0.04 0.10 -0.02 -0.00 0.01 -0.01 0.00
Group 1 0.27 0.07 0.01 0.10 -0.03 -0.01 0.01 -0.02 -0.00
Group 2 0.44 0.07 -0.01 0.09 -0.02 -0.00 0.00 0.01 -0.00
Group 3 0.54 0.09 -0.01 0.10 -0.00 0.01 -0.00 -0.00 0.00
Panel C: Minimum wage bindingness
Log min. wage - mean log wage -1.42 0.50 -024 0.06 051 008 0.04 0.04 -0.01
Share < log min. wage + 0.30 0.11 0.09 -0.04 -0.04 0.19 0.01 -0.03 -0.01 0.01

Notes: This table is similar to Table 5, except that it shows a different set of outcomes.

which are more strongly weighted in the estimation procedure. In Table D8, I shows that this
is not the case. That table follows the same structure of Table 4 shown in the text. The only
difference is that region weights are not used to calculate the averages and R2 metrics. To
be clear, this is not a separate estimation exercise: the same parameter estimates are being
used to calculate the simulated moments in each region-time, both for the structural model
and the benchmark OLS models. Quality of fit decreases a bit for all models, but the overall

conclusions from the main text still hold.

D.8 Counterfactuals

D.8.1 Additional decomposition outcomes

Table D9 performs decomposition exercises identical to those in Table 5, but for different
outcomes.

D.8.2 Demand shocks

As explained in the main text, I group several time-varying changes under the “demand”

umbrella. There are two points to warrant further discussion. The first is why outside options
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were included as a demand shock. The second is on the interpretability of the effects of each

component in isolation.

The main reason for grouping outside options with demand shocks is conceptual, related
to the interpretation of what is the final good. The model specifies two technologies to
produce the final good: either home production or combining the two goods produced by
firms. Shocks to 6, ¥,, and Fy are changing the second technology. It is plausible that such
changes could also change the relative “quality” of the final good produced by using the
second technology. Including the estimated change in 7 j, parameters as part of the demand

shock bundle is an effective way to allow for that possibility in an agnostic way.

Changes in the technologies used by formal firms may not be the only reason why the zg j,
parameters changed. Another example, previously mentioned in the paper, would be changes
in the enforcement of labor regulations that make the formal sector more or less appealing
to some workers. Whether such a shock is on the supply or demand side is a matter of

interpretation—in this paper, I classify them as demand shocks.

On the second point, it could be tempting to attach an economic interpretation to each com-
ponent of the demand shock. Specifically, one could think of an increase in 6,5 ,; as skill-
biased technical change (SBTC), and the reduction in the relative taste for the skill intensive
good Ye=2.r1 /(1 — ygzzﬁr,t) as representing the commodities boom (which favored goods in
the agricultural and mining sectors). To see why this interpretation is not warranted, con-
sider SBTC. Given the formulation I use for the efficiency functions ej,(x), an increase in
6, .+ leads to a relative increase in the cost for the skill-intensive good. But it would be
reasonable to think that technological advancements such as personal computers, the inter-
net, or programmable machines should reduce the cost of some goods that use skilled labor.
Thus, SBTC may be better represented by a combination of primitives of the model, includ-
ing not only 6, but also y»/(1 —7») and F>/F;. A similar argument can be made for trade
shocks, if, for example, higher demand for exports comes together with increases in quality

requirements (Verhoogen, 2008).

Another way of framing this issue is that, to identify the independent effect of specific de-
mand shocks such as SBTC or the commodities boom, we need additional exclusion restric-
tions. For example, one could impose the restriction that, in the empirical model of demand
parameters, the interaction of the agricultural share with the time dummy corresponds to the
effect of the commodities boom. I refrain from making such assumptions and focus instead

on the role of demand shocks as a whole.
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Table D10: Decomposition of demand shock

All demand Task Consumer Entry TFP and

shocks demand taste cost  outside opt.
Outcome (D) 2) 3) @ (&)
Panel A: Inequality and sorting
Mean log real wage -0.06 -0.18 0.05 0.11 -0.04
Variance of log wages -0.18 -0.28 -0.01 0.10 0.01
Corr. worker, estab effects 0.19 0.03 -0.06 0.21 0.00
Panel B: Inequality between and within groups
Between groups: 2/1 -0.20 -0.31 0.01 0.10 0.01
Between groups: 3/2 -0.00 -0.15 -0.09 0.21 0.03
Within group: 1 -0.04 -0.06 0.02 0.00 -0.00
Within group: 2 -0.29 -0.38 -0.02 0.08 0.02
Within group: 3 -0.01 0.13 -0.16 0.03 -0.01
Panel C: Two-way fixed effects decomposition
Variance of log wages -0.18 -0.28 -0.01 0.10 0.01
Var. worker effects -0.06 -0.15 0.01 0.08 0.01
Var. estab. effects -0.09 -0.06 -0.01 -0.02 -0.00
2xCov. worker, estab -0.02 -0.04 -0.01 0.03 0.00
Var. residuals -0.01 -0.02 -0.00 0.01 0.00
Panel D: Formal employment rates
All workers 0.10 0.07 0.03 -0.12 0.12
Group 1 0.10 0.08 0.03 -0.13 0.11
Group 2 0.09 0.06 0.03 -0.13 0.14
Group 3 0.10 -0.04 0.02 -0.07 0.19

Notes: Each column from (2) to (5) shows the marginal effect of changing each set of parameters described
in the header. The decomposition is sequential. Column (3), for example, shows the effects of moving from
models as of 1998, except that they have the 6, values of 2012; to other equilibria where the taste parameters
71, are also at their 2012 values.

One may still be interesting to understand the mechanical effects of each shock in isolation.
To that end, Table D10 decomposes the total demand shock.

D.8.3 Effects of a small increase in the minimum wage

The increase in the Brazilian minimum wage between 1998 and 2012 is very large. One may
be interested in the predicted effects of a small increase in the minimum wage. To that end,
I generate a copy of Table 7 based on a change in the log minimum wage of 10 log points,

instead of 66.1 log points as in the main exercise.

Table D11 shows that, with a small change in the minimum wages, its effects are fully

concentrated on the lowest decile of worker productivity. For that group, wage effects come
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Table D11: Effects of a small increase in the minimum wage

Prod. Pop. Base Mean wage changes: Base Emp. elasticities w.r.t.:
decile share wage Monops. Ret.sk. Gen.eq. emp. Min. Mean -, monops.

o @ 3 “ &) (6) n  ® O (10)

1 0.15 124 0.07 -0.00 0.00 021 -049 -0.98 -0.94
2 0.12  1.78 -0.00 -0.00 0.00 0.27 -0.01
3 0.11 235 -0.00 -0.00 0.00 0.28 -0.01
4 0.11 297 0.00 -0.00 0.00 0.29 -0.01
5 0.10 3.75 -0.00 -0.00 0.00 0.31 -0.01
6 0.10 4.76 0.00 -0.00 0.00 0.33  -0.01
7 0.09 6.11 -0.00 -0.00 0.00 0.37 -0.00
8 0.08 8.13 -0.00 0.00 0.00 0.40 -0.00
9 0.07 1191 0.00 0.00 0.01 045 0.00
10 0.06 25.04 0.00 0.01 0.01 0.50 0.00

Notes: This table is similar to Table 7 in the main text, except that it describes the effects of a 10 log point
increase in the minimum wage.

from the truncation, censoring, and reallocation effects which compose the “monopsony”
channel. In other words, the minimum wage shock is too small to introduce quantitatively
significantly changes in returns to skill, firm entry, and prices. Notably, the elasticities of
employment with respect to either the minimum wage increase or the change in the mean

wage are similar to those in Table 7.

D.8.4 Why do regressions find no employment effects of minimum wages in Brazil?

In this Appendix, I address the issue of why previous reduced-form work studying the Brazil-
ian case have not detected the negative employment effects. I focus on the descriptive results
of Engbom and Moser (2022), as they study a similar period and the paper was recently pub-
lished in a leading peer-reviewed journal. To be clear from the outset, this is not a criticism
of that paper or of the authors. Indeed, they acknowledge the limitations of their reduced-
form estimates, and most of their effort is spent in creating and estimating a structural model
of the Brazilian economy. The point of this discussion is to argue that the identification of

employment effects of minimum wages in the Brazilian context is challenging.

Engbom and Moser (2022) exploit variation in the “effective minimum wage,” that is, the log
of the national minimum wage minus the median log wage in each state-time combination,

which they refer to as the Kaitz-50 index.** They run regressions of formal employment on

34In other papers, the Kaitz index may be defined differently. In this discussion, I use their nomenclature.
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the effective minimum wage, its square, and controls. This approach has a long tradition
in labor economics, going back at least as far as Neumark and Wascher (1992, who used
the minimum wage relative to the mean in the state-year instead of the median). In the
specification they report in the paper, Engbom and Moser (2022) use state fixed effects and

state-specific time trends as controls.

In Haanwinckel (2024), I discuss the necessary identification assumptions required for this
design to work well in contexts with no regional variation in minimum wage laws, such as
Brazil. I find that, in general, this approach is subject to large biases if the minimum wage
causes changes in the median wage, even if these effects are small at the individual level, and
even if these effects have mean zero. In addition, I show that the design relies crucially on
unobserved shocks that move the entire log wage distribution to the left or to the right, while
being orthogonal to changes in the shape of the distribution or in employment measures.
Even small correlations between these unobserved shocks and other determinants of the log
wage distribution can introduce large biases. In other words, if the econometrician cannot
pinpoint what is the quasi-experimental source of variation that makes the minimum wage
bind more in some regions than in others, then it is possible that the effective minimum wage

design may be subject to substantial misspecification biases.

In the remainder of this appendix, I discuss specific factors in the Brazilian context that

complicate the identification of minimum wage effects in reduced form.

One challenge with the effective minimum wage design is that the median wage, used to
construct the effective minimum wage, is an endogenous object. As emphasized in this pa-
per, wages are determined at the local labor market level by a combination of region-specific
supply and demand parameters. They correlate with each other, and also with local TFP. That
introduces correlations between those factors and the Kaitz-50 index. On the supply side,
I find that microregion-level changes in educational achievement are positively correlated
with the change in the Kaitz-50 index, which is somewhat surprising. In addition, Table D4
shows that the current Kaitz index is a statistically significant predictor of demand-side pa-
rameters after controlling for initial characteristics at the microregion, with coefficients that
vary between years. Those correlations may introduce omitted variable bias because all of
those supply and demand shocks have large effects on employment rates even in the absence
of minimum wage changes, as shown in Table D9. And because they correlate in differences,

not only in levels, their effect is not absorbed by the state fixed effects.

To tackle those time-varying confounders, Engbom and Moser (2022) include region-specific
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Figure D2: Variation in effective minimum wages at the state-time level
Notes: This is a copy of Appendix Figure B.10 in Engbom and Moser (2022). It shows the variation used to
identify the effects of minimum wages on employment in Brazil.

time trends in regression models with many periods (the panel is at the yearly level, from
1996 through 2018). Intuitively, the assumption behind this approach is that the influence
of these confounders on employment is well approximated by the linear trends, while the
influence of the minimum wage is nonlinear. Another way of visualizing that assumption
is: if one takes time differences two times for both employment rates and the Kaitz index,
then the relationship between those transformed variables should reflect the impact of lo-
cational changes in the latent distribution of wages (what could be described as TFP), not
the direct effect of compositional changes between groups that have different intrinsic em-
ployment rates or of biased demand shocks that affect the latent productivity distribution and

employment rates differently from a locational shift.

For the minimum wage, the non-linear part of the variation comes from faster minimum
wage growth in the first half of the sample. This is evident from Figure D3, which is a copy
of Appendix Figure B.10 from Engbom and Moser (2022)). The red thick line shows the
national average for the Kaitz-50 index, while the blue lines show the Kaitz-50 index for

each state.

Is the variation in minimum wages more nonlinear than the supply and demand shocks af-
fecting the Brazilian economy? Below, I argue that this is not the case. Figure D3 shows two
metrics related to the supply of young educated adults: the share of those between 15 and
17 who are in school, and the share of those between 15 and 24 who can read. Both graphs
show steeper slopes early in the period, similarly to the minimum wage graph. This is an

important issue, since formal employment rates vary dramatically by educational level. And
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Panel A: Share of 15-17 year olds in school Panel B: Share of illiterate 15-17 year olds
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Figure D3: Evolution of educational outcomes by state
Source: PNAD survey. The series were obtained using the IpeaData online tool (available at http://www.
ipeadata.gov.br).

among all adults, the young are more likely to be affected by the minimum wage.

A similar argument can be made for demand shocks. The variation in international commod-
ity prices, shown in Figure D4, suggests that the influence of demand shocks may be much
less smooth and monotonic than the impacts of minimum wages. In addition, Figure 2 in
Costa, Garred and Pessoa (2016) shows that trends in Brazilian imports from, and exports to
China are also nonlinear. The export trends is nonmonotonic, and considerably further from
the a line than trends in the Kaitx-50 index. Costa, Garred and Pessoa (2016) goes on to
show that shocks to Chinese supply and demand have significant labor market effects at the

microregion level.

One could think about alternative regression specifications, such as adding time fixed effects
or higher-order trends at the state level. However, those approaches are not likely to solve the
problem. That is because those terms absorb not only the confounders, but also the “good”
variation introduced by the national minimum wage. The fundamental problem is the lack of
a quasi-experiment that manipulates the minimum wage independently of other factors. This
is a specific example of broader issues that I document in Haanwinckel (2024). That said,
the analysis in that paper does suggest that time fixed effects should in general be included

in this design.

In addition to the possibility of omitted variables and misspecification biases, the regressions
may find no effects because they may measure short-run, instead of long-run, effects. To see

why, note that the inclusion of state-specific trends means that the identifying variation is
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Figure D4: Global Price Index of All Commodities

not coming from the long-run trend towards higher minimum wages. Instead, identification
comes from deviations around these long-run trends: is employment particularly lower in
years where the minimum wage is higher relative to the state-specific trend? If it takes time
for the effects of minimum wages to materialize, then the regression will likely not detect

them.

One can think of the structural approach used in this paper as a model designed to control
for the influence of the supply and demand factors. The variation used to measure the effects
of minimum wages is fundamentally the same: differences in bindingness of the minimum
wage across regions, stemming from structural differences in education, total factor produc-
tivity, and local demand for skills. The effect of those local-level confounders is inferred
from a series of additional outcomes at the local level, such as measured sorting. Thus, it

provides a principled way to deal with those confounders.

Appendix Table D6 provides a test of whether the strong disemployment effects are rejected
by the data. Specifically, if the employment effects predicted by the model were strongly at
odds with what was observed at the microregion level, one would expect the R2 metric for
the formal employment rate of workers with less than secondary in 2012 to be bad. Instead,
itis 0.908.

The weakness of the structural approach is that it only measures effects of causal channels

pre-specified by the econometrician. Given that my framework includes a uniquely wide
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array of causal pathways for the minimum wage, and given the threats that affect reduced-
form designs in the Brazilian case, I believe that my estimates of minimum wage effects are
the most reliable in this context. See Appendix B.4 for a discussion of minimum wage causal
channels not included in my framework and why I believe adding them would not make a

significant difference for my results.
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